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Abstract

Like few other parameters, the mass of an atom, and its inherent connection with the atomic and nuclear binding energy is a
fundamental property, a unique fingerprint of the atomic nucleus. Each nuclide comes with its own mass value different from all
others. For short-lived exotic atomic nuclei the importance of its mass ranges from the verification of nuclear models to a test of
the Standard Model, in particular with regard to the weak interaction and the unitarity of the Cabibbo–Kobayashi–Maskawa quark
mixing matrix. In addition, accurate mass values are important for a variety of applications that extend beyond nuclear physics.
Mass measurements on stable atoms now reach a relative uncertainty of about 10−11. This extreme accuracy contributes, among
other things, to metrology, for example the determination of fundamental constants and a new definition of the kilogram, and to tests
of quantum electrodynamics and fundamental charge, parity, and time reversal symmetry. The introduction of Penning traps and
storage rings into the field of mass spectrometry has made this method a prime choice for high-accuracy measurements on short-lived
and stable nuclides. This is reflected in the large number of traps in operation, under construction, or planned world-wide. With
the development and application of proper cooling and detection methods the trapping technique has the potential to provide the
highest sensitivity and accuracy, even for very short-lived nuclides far from stability. This review describes the basics and recent
progress made in ion trapping, cooling, and detection for high-accuracy mass measurements with emphasis on Penning traps. Special
attention is devoted to the applications of accurate mass values in different fields of physics.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

High-accuracy mass values for atoms give us access to atomic and nuclear binding energies that represent the sum
of all the atomic and nucleonic interactions [1]. Thus, accurate mass values, together with other information, provide
stringent tests of the weak interaction, quantum-electrodynamics, and the Standard Model (see Table 1). Accuracy
required for the mass depends on the physics being investigated and ranges from �m/m = 10−5 to better than 10−8 for
radionuclides which often have half-lives considerably less than a second [2–4], and even down to �m/m = 10−11 for
stable nuclides [5–7].

Presently the masses of about 3200 nuclides are known or estimated, as listed in the recent Atomic-Mass Evaluation
AME2003 [8,9] and summarized in Fig. 1. They are obtained by different methods in mass spectrometry. The highest
mass accuracy on stable and radioactive atomic ions to date is achieved with ion traps. Not only in mass spectrometry
but also in many other areas of science ion traps play an increasingly important role. They are employed for example for
studies in atomic, nuclear, and particle physics such as g-factor measurements [11–13], quantum optics and computing
[14,15], realization of frequency standards [14,16], laser spectroscopy [14,16,17], as well as for tailoring and improving
the properties of radioactive ion beams [18,19].

The reasons for the high accuracy obtained and this broad usage of trapping devices are the manifold advantages of
a three-dimensional ion confinement in well controlled fields [18]: First, an extended time of observation is available,
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Table 1
Fields of application and the generally required relative uncertainty on the measured mass �m/m to probe the associated physics

Field Mass uncertainty

Chemistry: identification of molecules 10−5–10−6

Nuclear physics: shells, sub-shells, pairing 10−6

Nuclear fine structure: deformation, halos 10−7–10−8

Astrophysics: r-process, rp-process, waiting points 10−7

Nuclear models and formulas: IMME 10−7–10−8

Weak interaction studies: CVC hypothesis, CKM unitarity 10−8

Atomic physics: binding energies, QED 10−9–10−11

Metrology: fundamental constants, CPT �10−10

Ar

Ne

N=8

Z=8

N=20

Z=20

N=28
Na

Mg

K

Se

Sn

Cs
Ba

Ce

Sr

Br
Kr
Rb

N=28

Z=28 Ni

Cr
Mn

Cu
Ga

N=20

Ag

Nd
Pm

Sm
Eu

Dy
Ho

Yb

HgTl
Pb Bi

Po

Fr
Ra

N=82

Z=82

N=126

N=152

Pr

10-9

10-8

10-7

10-6

10-5

10-4

N=152

δm
m

Fig. 1. (Color) Nuclear chart with the relative mass uncertainties �m/m of all known nuclides shown in a color code (see scale bottom right of the
nuclear chart, stable nuclides are marked in black). Masses of gray-shaded nuclides are estimated from systematic trends [9]. Some isotopes of the
named elements have been studied with the Penning trap mass spectrometer ISOLTRAP at ISOLDE/CERN [10].

in principle for radionuclides only limited by the half-life. Second, single-ion sensitivity can be reached and third,
ions can be stored in an ideal controlled environment. Apart from their use for direct mass determination, ion traps
serve as tools to improve the performance of other methods and techniques: By accumulation and cooling of ions from
sources outside the trap, ion beams of high brilliance can be obtained, which in particular enables effective use of rare
species. Charge breeding inside traps allows the investigation of highly charged ions, and polarized ion bunches can
be effectively produced [19].
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Fig. 2. Storage rings and Penning trap facilities for high-accuracy mass measurements on stable and short-lived nuclides which are in operation,
under construction or planned. The names of the experiments are either taken from original publications or invented by the author as an acronym for
this review.

As will be outlined in detail below, aside from storage rings two types of traps are generally used for mass deter-
mination: dynamical Paul (radiofrequency) traps and static Penning traps. The first type is widely used in analytical
chemistry. A number of textbooks and reviews are available which deal with the techniques and results obtained with
these devices [20,21]. Penning traps find applications where extremely high mass resolution and accuracy are required.
Some recent articles [1,2,18,19,22] give overviews and details of its application. A general summary of the use of ion
traps especially for mass spectrometry can be obtained by the proceedings of the following conferences: “Trapped
Charged Particles and Fundamental Physics”, Asilomar, 1998 [23], “Atomic Physics at Accelerators: Mass Spectrom-
etry (APAC 2000)”, Cargèse, 2000 [24], “14th International Conference on Electromagnetic Isotope Separation and
Techniques Related to their Application (EMIS-14)”, Victoria, 2002 [25], “Trapped Charged Particles and Fundamental
Physics”, Wildbad Kreuth, 2002 [26], and “The Fourth International Conference on Exotic Nuclei and Atomic Masses
(ENAM2004)”, Pine Mountain/Georgia, 2004 [27].

In this review particular emphasis is given to the application of Penning traps and storage rings for high-accuracy
mass determination of short-lived and stable nuclides. This is justified by the strong efforts in recent years to construct
new storage rings and Penning trap mass spectrometers at accelerators. These devices will add new results to the
exciting ones that have been obtained at existing facilities. In Fig. 2 these world-wide facilities are displayed (more
details are available from Table 2). All existing and planned trap facilities will be briefly described in Chapter 8.
Other high-accuracy mass spectrometry devices for short-lived radionuclides like radiofrequency spectrometers, as
for example the Smith-type rf-spectrometer MISTRAL [28,29] installed at ISOLDE/CERN, or time-of-flight mass
spectrometers like the magnetic-rigidity spectrometer SPEG at GANIL [30,31] and the coupled-cyclotron complex at
GANIL [32,33], are described in [1,34] and will not be discussed in the following.

In the first part of this review a brief history of mass spectrometry will be given, starting with the determination of
the charge-to-mass ratio of an electron and ending with high-accuracy Penning trap mass spectrometry.

The second part deals with the basics and challenges of ion trapping, cooling, and detection. Three major types of
storage devices and their underlying principles will be discussed: radiofrequency quadrupole (Paul) traps [35] where
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Table 2
Present and future ion storage and trapping devices for high-accuracy mass spectrometry on stable and exotic nuclides

Name Institute Kind of trap Chg. Stat. Ref.

CPT ANL/Chicago GC/RFQ/PT sci op [46,47]
ESR-MS GSI/Darmstadt SR hci op [48]
Harvard-TRAP CERN-Boston/USA PT sci cp [49]
HITRAP GSI/Darmstadt PT hci uc [50,51]
ILIMA GSI-FAIR/Darmstadt SR hci pl [52]
ISOLTRAP ISOLDE/CERN RFQ/PT sci op [10,53]
JYFLTRAP Jyväskylä RFQ/PT sci op [54]
Lanzhou-SR Lanzhou SR hci uc [55,56]
LEBIT MSU/East Lansing GC/RFQ/PT sci op [57]
Mainz-TRAP Mainz PT hci cp [58]
MIT-TRAP Cambridge–Tallahassee PT sci op [59]
MAFF-TRAP Munich GC/RFQ/EBIS/PT hci uc [60]
MATS GSI-FAIR/Darmstadt GC/RFQ/EBIT/PT hci pl [61]
RIKEN-TRAP RIKEN/Tokyo GC/RFQ/PT sci pl [62]
SHIPTRAP GSI/Darmstadt GC/RFQ/PT sci op [63]
SMILETRAP MSL/Stockholm EBIS/PT hci op [64]
SPIRAL2-TRAP GANIL/Caen RFQ/PT sci pl [43]
TITAN TRIUMF/Vancouver RFQ/EBIT/PT hci uc [65]
UW-PTMS Seattle PT sci op [66,67]
WITCH ISOLDE/CERN PT sci uc [68]

Many of them serve also for other experiments such as decay and laser spectroscopy studies. In addition to the name of the experiment and the place
of installation the table also includes the trapping devices involved in the experiment (GC = gas cell, RFQ = gas-filled segmented radiofrequency
quadrupole (Paul) trap, EBIS = electron beam ion source, EBIT=Electron beam ion trap, PT = Penning trap, SR = storage ring), the use of singly
(sci) or highly charged ions (hci), and the status of the experiment (cp= completed, op= in operation, uc=under construction or test, pl=planned).

Fig. 3. A sketch of the two main devices for direct high-accuracy mass measurements: on the left a hyperbolical Penning trap and on the right an
about 1000-fold larger (see scale) storage ring.

a time-varying quadrupole electric field is applied to the electrodes for confinement, Penning traps [36] which use a
combination of a homogeneous magnetic field with a static electric quadrupole field, and storage rings [37] consisting
of dipole magnets and magnetic lenses. For comparison, Fig. 3 shows a sketch of both kind of traps: a “little” Penning
trap with about 3 cm in diameter and a “large” storage ring with a diameter of 20 m. Since ion cooling and efficient ion
detection is essential for many applications of these devices the most important cooling and detection techniques will be
presented. Meanwhile many experiments take advantage of the use of highly charged ions, or deal with radionuclides.
Thus, the major production mechanisms of highly charged ions and radionuclides will be addressed as well.
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In the third part fundamental applications and major achievements of high-accuracy mass measurements on short-
lived and stable nuclides in different fields of physics (see also Table 1) are summarized. With the accuracy that is
reached, a number of new domains could be accessed beside nuclear physics, in which the determination of atomic
or nuclear masses is of importance. These are particle physics, nuclear astrophysics, stellar nucleosynthesis, neutrino
physics, and metrology. One example is the study of super-allowed �-decays which enables a determination of the weak
vector coupling constant and in this way to test the unitarity of the Cabibbo–Kobayashi–Maskawa (CKM) quark mixing
matrix [38,39]. Beside accurate branching ratios and half-lives, very accurate Q-values, i.e. mass differences of mother
and daughter nuclei, are required. In metrology, mass measurements on stable nuclides contribute to a new definition of
the kilogram, the last SI unit that is still based on a prototype, and to accurate determinations of fundamental constants
such as the fine-structure constant �. Since some of the applications require mass accuracies for specific nuclides or
high production yields that are not yet available but will become available in the near future at new radioactive ion
beam facilities such as GSI-FAIR (Germany) [40], RIA (USA) [41], RIKEN (Japan) [42], and SPIRAL2 (France) [43],
a number of Penning trap and storage ring experiments are under construction or planned (see Table 2). Therefore an
overview on new trap experiments and technical challenges associated with them will be given as well.

2. History of atomic and nuclear mass measurements

The mass spectrometry branch of science goes back to the year 1897, when Joseph John Thomson (1856–1940)
demonstrated the existence of the electron as an electrically charged particle, and measured the ratio of its mass to its
charge [44,45]. This is exactly the kind of measurement used in modern mass determinations, where what is actually
measured is the charge-to-mass ratio q/m of individual atomic or molecular ions. For his studies, Thomson was awarded
the Nobel Prize for physics in 1906.

However, the first breakthrough in mass spectrometry was at the border between physics and chemistry. It was again
Thomson who discovered and investigated the existence of the isotopes of the elements by passing ion beams through
crossed electric and magnetic fields [69]. In 1912 he found that Ne atoms existed with masses 20 and 22 [70]. His
student Francis William Aston (1877–1945) contributed greatly to the investigation of the occurrence and abundances
of isotopes and received for his work the Nobel Prize for chemistry in 1922. The citation for the award included “for
his discovery, by means of his mass spectrograph, of isotopes, in a large number of non-radioactive elements, . . .”.
Aston had developed a velocity-focussing mass spectrograph by using a magnetic field that produced a deflection in
the opposite direction to that caused by the electric field and doubly as large. As a result, the position of the focal lines
did not vary with the velocity of the ions [71].

Using this technique it was found, in 1920, that the atomic masses of isotopes did not differ exactly by simple
multiples of the mass of a neutron [72]. These mass deficits (also called mass defects) were the first hint of the binding
force that keeps the atomic nucleus stable [73]. According to Einstein’s energy-mass relation [74], E =mc2, the energy
E caused by this binding force corresponds to a change in mass m. Eddington (1920, 1926) correctly interpreted the
mass defect as the binding energy of the nucleus and solved the puzzle of the source of solar energy over the time-scale
necessary for evolution: the nuclear transmutation of hydrogen into helium. As it will be shown later (see Section 9.3)
there is still a close relationship between high-accuracy mass measurements and nuclear astrophysics. Aston’s mass
spectrograph had a resolving power of aboutR= 1000 and he performed systematic measurements on more than 200
nuclides [75]. The relative mass accuracy he reached was of the order of 10−4, sufficient to establish the near constancy
of the binding energy of about 8 MeV per nucleon for most nuclides, with a weak maximum at 56Fe. This was in
agreement with the concept of the nuclear forces being saturable, which led to the liquid-drop model of the nucleus,
proposed at that time by Gamow (1930) [76], von Weizsäcker (1935) [77], and Bethe and Bacher (1936) [78].

Since then new mass spectrometry techniques have been developed that have brought a great increase in precision,
about one order of magnitude per decade, and a significant expansion of the fields of physics that can be addressed (see
Table 1). Fig. 4 demonstrates the impressive progress in uncertainty of atomic mass measurements on 28Si during the
last 70 years.

Double-focusing instruments with high mass-resolution, in which ions are focused for both direction and velocity at
the same time, were developed around 1936 for the purpose of accurately determining the atomic weights of the elements
and their isotopes by Dempster [79], Bainbridge and Jordan [80], and Mattauch and Herzog [81,82]. Measurements
with these instruments reached a resolution of about 1 in 20 000.
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about by the use of single-ion Penning trap mass spectrometry (courtesy of Audi).

A further improvement was obtained in mass spectrometers with higher order (directional) focussing, by Johnson
and Nier [83], and by Barber and Duckworth [84,85] for isotope analysis during the Second World War. These devices
enabled mass measurements with an accuracy of 10−7, which later was improved even further. In nuclear physics
these measurements played an important role in establishing the concept of shell structure in atomic nuclei, which was
proposed by Jensen and Mayer et al., in their independent-particle model [86–93]. Magic nuclear numbers of neutrons
and protons, N0 and Z0 = 8, 20, 28, 50, 82, and N0 = 126, have played a decisive role in describing the nuclear system
since nuclei with these proton and/or neutron numbers show exceptional stability, i.e. extra binding beyond what was
expected from the smooth trend of the liquid-drop model. About a quarter century later, the discovery of strongly
deformed intruder ground states of, for example, 30Ne, 31Na, and 32Mg by mass spectrometry [94] and other accurate
nuclear experiments suggested that the magic shell structure can be weakened or broken, even if protons or neutrons
form a closed shell (N = 20 in this case).

Parallel to the improvements of the classical mass spectrometers a new method for mass spectrometry was investigated
by Paul and coworkers [95,96]: the use of multipole electric and magnetic fields to focus and mass separate charged
particles. One product of that research is the linear radiofrequency quadrupole mass filter, nowadays routinely used for
example for residual gas analysis, environmental studies, gas chromatography, and for molecular studies in chemistry
and biochemistry. A few years later this two-dimensional storage device was extended to a storage tool that enabled
the confinement of charged particles with a specific charge-to-mass ratio q/m in all three dimensions [97,98]. Today
this device is known as the Paul trap. However, in the field of high-accuracy mass spectrometry Paul traps are mostly
used for ion beam preparation, since the achievable resolution in mass measurements is limited by the stability of the
electric field. It is therefore the second type of trap that is now used routinely for high-accuracy mass measurements,
i.e., the Penning trap.

The fundamental idea of the Penning trap dates back to the late 1930s when F.M. Penning published his work on
increasing the sensitivity of ionization vacuum gauges by using an axial magnetic field perpendicular to the momentum
of the charged particles [99]. However, his device had no electrodes perpendicular to the magnetic field for a three-
dimensional confinement. This addition is credited to Pierce [100] who added end hats in the axial direction. It was
also he who described in detail an electron trap using a field geometry consisting of a pure quadrupole electric field
produced with hyperboloidal electrodes and a superposed uniform axial magnetic field. These are the ingredients for a
high-accuracy Penning trap mass spectrometer as used in many setups of today. The name Penning trap was proposed
by Hans G. Dehmelt who performed outstanding experiments with isolated electrons at rest. For the development of
the ion trap techniques Hans G. Dehmelt and Wolfgang Paul received the Nobel Prize for physics in 1989 [11,35]. The
prize was shared with Norman F. Ramsey for the invention of the separated oscillatory fields method and its use in the
hydrogen maser and other atomic clocks [101].
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Today, the highest accuracy in measurements of any quantity in any field of science is obtained when the measurand
can be converted into frequency. For mass spectrometry this was first demonstrated by Smith [102,103] who developed
a mass synchrometer which enabled the measurement of the cyclotron frequency of ions confined in a magnetic field.
After more than one decade of a plateau in precision and sensitivity (see Fig. 4), in the 1990s the new Penning trap
technique based on frequency measurements revolutionized the field of high-accuracy mass spectrometry [104–106].
These developments were based on the earlier work by Gräff et al., who, in 1980 [107], performed the very earliest
high-accuracy Penning trap measurements; that of the proton-electron mass ratio.

A third type of trap is the storage ring, which is about three orders of magnitude larger than the Paul and Penning
traps. At the experimental storage ring ESR at GSI Darmstadt [37], two complementary mass spectrometry techniques
have been developed, Schottky mass spectrometry (SMS) [108] and isochronous mass spectrometry (IMS) [109]. Both
techniques are based on the measurement of the revolution frequency of stored high energetic ions. ESR–SMS and
ESR–IMS were used in several experimental runs for mapping large areas of the nuclidic mass surface.

However, the relative mass accuracy of storage ring mass spectrometry is so far limited to about 2 × 10−7 [110],
whereas with Penning traps an accuracy can be reached of 10−8 and better for short-lived nuclides with half-lives
well below 100 ms [111,112], and of 10−11 for stable ions [5–7]. With storage rings and Penning traps, single-ion
sensitivity and a resolving power of more than one million were demonstrated for short-lived radionuclides, enough to
resolve even excited nuclear states, the nuclear isomers [113–116]. Most recently the possibility has been demonstrated
of using Penning trap mass spectrometry to determine ion-molecule reaction pathways, kinetics, and equilibria in the
gas phase [5].

None of these mass spectrometry methods based on ion trapping would have been so successful without the devel-
opment of appropriate detection and cooling techniques of the stored ions (see Sections 4.2 and 4.3, respectively). In
storage rings the cooling is generally achieved by collinear beams of electrons which force the ions to travel at the
same speed as the electrons [117]. In addition, stochastic cooling and laser cooling are applied. In Penning traps the
most often used techniques are mass-selective buffer gas cooling [118] and resistive cooling [119]. The basics of the
different types of ion traps will be discussed in the following.

3. Principles of storage devices for charged particles

To obtain full spatial confinement requires a potential minimum in all three dimensions. Moreover, the most desirable
confining force is one that causes simple harmonic motion of the confined particle, i.e., one that is proportional to the
distance of the particle from the center of confinement. Since no simultaneous trapping in three dimensions is possible
by purely electrostatic potentials, three-dimensional confinement is achieved in a Penning trap by the superposition of
a homogeneous magnetic field providing radial confinement and an axially symmetric electrostatic quadrupole field
providing axial confinement. For Paul traps, a radiofrequency quadrupole (RFQ) field is employed for the confinement
of ions. The principles of ion traps have been summarized in several textbooks and further detail can be obtained in
[20,120,121].

3.1. Generation of the electric trapping potential

Fig. 5 shows the electrode configurations used in Paul and Penning traps for the generation of the electric trapping field.
The traps consist of three electrodes; two end electrodes and a ring electrode, which in the ideal case are hyperboloids
of revolution. Appropriate potentials are applied so as to generate an axially symmetric electric quadrupole potential

� = �0

4d2 (�2 − 2z2) (1)

with �0 being the potential difference between adjacent electrodes, �2 − 2z2 = �2
0 defines the geometry of the ring

electrode, �2 − 2z2 = −2z2
0 defines the geometry of the end electrodes, and 2d2 = z2

0 + �2
0/2 is a measure for the

characteristic trap dimension. Cylindrical electrodes can also be employed to generate the electric trapping potential
with the advantage of a larger storage volume and an easier machining and alignment (see Fig. 5c), but with the
disadvantage of introducing higher-order electric multipoles into the trapping region.
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or cylindrical shape (c). For charged particle storage a trap voltage with proper polarity is applied between the ring electrode and the end electrodes.

Fig. 6. Left: Radiofrequency quadrupole mass filter electrodes having hyperbolic cross-section. Right: Equipotential lines for a quadrupole field
generated with the electrode structure shown left.

3.2. Radiofrequency quadrupole and Paul traps

Paul and Steinwedel first described the linear radiofrequency quadrupole mass spectrometer (QMS), also named the
radiofrequency quadrupole mass filter (QMF) or ion guide, in 1953 [95,97]. This device provides two-dimensional ion
confinement and mass separation by oscillating electric fields. It was continuously improved and extended to three
dimensions [98,122] in the now-called Paul trap. Both are widely used in various branches of science. The principles
and applications of a quadrupole mass spectrometer are summarized in the textbook by Dawson [20].

An ideal quadrupolar geometry (see Fig. 6) is formed by four hyperbolic electrodes of infinite length with two
perpendicular zero-potential planes that lie between the electrodes and intersect along the center-line z-axis. For mass
analysis both a static electric (dc) potential and an alternating (ac) potential in the rf range are applied to the electrodes
of the linear Paul mass filter which is used, for example, in rest gas analysis or analytical chemistry [123]. The relative
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amplitudes of the dc and ac potentials control the ability of the system to mass filter a low energy beam of ions travelling
along the z-axis. Assuming idealized field conditions within the structure, with vanishing component in the z-direction,
the potential distribution �(�r, t) is given by

�(�r, t) = �0(t)

2

(x2 − y2)

r2
0

(2)

and

�0(t) = 1
2 (Udc + Vrf cos �rf t) , (3)

where r0 is the radius defined by the circle tangential to the four hyperbolic electrodes, Udc is the dc potential and Vrf
is the amplitude of the rf potential between adjacent electrodes. V oscillates with angular frequency �rf = 2��rf . Thus,
relative to the trap center the potentials of adjacent electrodes oscillate at an amplitude that is half that of the applied
potential difference and 180◦ out of phase with each other. Satisfying the Laplace equation ∇2� = 0 the potential (2)
is invariant in the z-direction. The force of the trapping field on the trapped ion leads to an equation of motion which
is of Mathieu type [124]:

d2u

d	2 + (au − 2qu cos 2	) u = 0 , (4)

where 	 = �t/2 and u represents the x or y displacement of the ion independent in both directions. The parameters au

and qu are related to the potentials Udc and Vrf by

au = ax = −ay = 4qUdc

mr2
0�

2
, (5)

qu = qx = −qy = 2qV rf

mr2
0�

2
, (6)

where q/m is the charge-to-mass ratio of the ion. The solution of Mathieu’s equations for motion in the x–y-plane
contains either a growing exponential factor or an oscillatory term of finite radial extent, depending on the parameters
au and qu. Fig. 7 shows the Mathieu stability diagram in the (au, qu)-plane for the linear quadrupole. The shaded areas
denote the stable solutions in x- or y-direction. Overlap of the stable areas for both directions lead to two-dimensional



K. Blaum / Physics Reports 425 (2006) 1 –78 11

z

m2
x, y stable(a) (b) (c)

-8
-6
-4
-2
0
2
4
6
8

D
ev

ia
tio

n 
in

 x
 d

ire
ct

io
n 

/ m
m

 
D

ev
ia

tio
n 

in
 y

 d
ire

ct
io

n 
/ m

m
 

-8
-6
-4
-2
0
2
4
6
8

0.00
0.03
0.06
0.09
0.12

z

-8
-6
-4
-2
0
2
4
6
8

-8
-6
-4
-2
0
2
4
6
8

0.00

0.03

0.06

0.09

-0.03

-0.06

-0.09

-0.03

-0.09
-0.12

m1 < m2
x unstable, y stable

m3 > m2
x stable, y unstable

-0.06

Fig. 8. Projection of three-dimensional ion trajectory simulations onto the x- and y-coordinate for a mass m2 with stable trajectories (a), an light ion
with mass m1 < m2 and unstable motion in the x-direction (b), and an heavy ion with mass m3 > m2 and y-unstable trajectory (c). The masses are
according to the ones indicated in the stability diagram in Fig. 7. The macro- and the micro-oscillations in the ion motion are clearly visible.

stability. For practical purpose, only the first stability region near the origin of the Mathieu diagram (see Fig. 7b) is
usable for mass spectrometry. Discussion of the other regions of stability can be found in [125,126].

From Mathieu’s stability region it becomes obvious that with proper choice of au and qu, or Udc and Vrf , respectively,
all linear radiofrequency traps and ion guides can be used as mass filters. Since both au in Eq. (5) and qu in Eq. (6) are
mass dependent there is only a certain range of masses that can be stored for given trap parameters. When the stability
conditions are fulfilled, the ion is radially confined and the motional spectrum contains the frequencies

�u,n = (�u + 2n)�t/2, u = x, y, 0��u �1, n = 0, ±1, ±2, . . . , (7)

where �u is the stability parameter [20]. The fundamental frequencies are given by n = 0, thus

�u,0 = 1
2 �u� (8)

and the ion motion can be described by a fast micromotion and a slow macromotion (see Fig. 8). They oscillate around
the z-axis with finite amplitude. For (au, qu)-values outside this stable region, and thus for ions with lower or higher
masses, the ion motion is unstable, either in the x-direction, in the y-direction, or in both. As shown by the ion trajectory
simulations [123] in Fig. 8, ions with unstable trajectories steadily move away from the z-axis during oscillations
and ultimately strike the electrodes and are removed. For ions with stable trajectories the oscillation amplitudes stay
limited. This mass filter feature finds a very common application in rest gas mass analyzers where linear radiofrequency
quadrupoles are generally used. Simultaneously scanning the amplitudes of Udc and Vrf along a “mass scan line” of
fixed ratio of Udc/Vrf = au/(2qu), as indicated in Fig. 7, gives the mass spectrum. Only ions with (au, qu)-values
in the range where the working line is inside the stability region will have stable motion. The closer the line is to
the apex of this area the higher the resolving power of the mass filter. Alternatively to the (U, V )-variation, the mass
spectrum could also be obtained by scanning the radiofrequency �rf with fixed amplitudes of both rf and dc voltages.
However, this is very uncommon in practise. Under optimized conditions a neighboring mass suppression of up to 108

can be demonstrated [127] which is important in respect to, for example, the application of resonance laser ionization
quadrupole mass spectrometry for ultratrace analysis [128–130].

Three-dimensional confinement of ions can be achieved in such a linear structure by longitudinally segmenting the
four rods and applying the appropriate dc potentials Udc(z) to the segments [131–133]. Fig. 9 shows the segmented
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Fig. 9. Detailed sketch of the segmented linear Paul filter as used at ISOLTRAP [132]. The 60-keV ions delivered by the on-line isotope separator
ISOLDE [134] are decelerated by placing the whole setup close to 60 keV. The ions are radially confined by a radiofrequency quadrupole field and
cooled within some milliseconds in buffer gas collisions to nearly the temperature of the buffer gas. The axial potential is varied by application of
different dc voltages to the segmented rods. The ions are accumulated in a linear-Paul-trap region near the end of the radiofrequency structure and
after ejection reaccelerated to the transport energy of about 2.8 keV.

Paul filter used as a beam conditioning trap at ISOLTRAP at ISOLDE/CERN [132,133]. The potential on the axis
that results when the appropriate voltages are applied to the rod segments is indicated in the lower part of Fig. 9. In
the buffer-gas-filled ion guide, whose total length is about 1 m, the ions are radially confined and both radially and
longitudinally cooled by buffer gas collisions (see also Section 4.3.1) until they accumulate in a trap region near the end
of the ion guide. Typically these buffer-gas-filled beam preparation RFQ traps are operated at gas pressures of about
10−2–10−3 mbar, at a radiofrequency of about 1 MHz, and at rf amplitudes of up to 125V, depending on the ion mass.
The overall efficiency that is reached by such an ion beam cooler and buncher in transmission mode is more than 90%
and in bunching mode is more than 50% for 60-keV beams. This enables easy and efficient transport of the ion beam
to the next experiment or trap setup [131].

The further development from linear to ideal three-dimensional hyperboloidal quadrupole traps (see Fig. 5a) is
reviewed, for example, by March et al. [135]. Since Paul traps with hyperboloidal electrodes are in general not used for
high-accuracy mass spectrometry but for a variety of analytical applications in chemistry and biochemistry [136–138],
and to perform high-accuracy laser spectroscopy with stored ions [17,139], these trap configurations are not considered
in more detail here. Instead, the second type of a three-dimensional ion confinement, the Penning trap, will be discussed.

3.3. Penning traps

3.3.1. Ideal Penning trap
For the storage of charged particles in a Penning trap a strong homogeneous magnetic field �B for radial confinement

and a weak static electric field for axial trapping are superposed. The latter is created by a voltage Udc applied between
the ring electrode and the two end electrodes. Fig. 5(b) presents a sketch of an ideal Penning trap configuration with
hyperboloidal electrodes. A detailed description of charged-particle storage in a Penning trap is given in the review
article by Brown and Gabrielse [36].

An ion with a charge-to-mass ratio q/m stored in a pure magnetic field �B= �B(z) in the z-direction and with a velocity
component v perpendicular to the direction of the magnetic field will experience a Lorentz force �FL = q �v × �B. This
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force confines the charged particle in the radial direction and the ion performs a circular motion with angular frequency

�c = q

m
B . (9)

Since there is no binding in the direction of the magnetic field lines, i.e. in the axial direction, a three-dimensional
confinement is obtained in the Penning trap by superposing a weak static electric quadrupole potential

�(z, r) = Udc

2d2

(
z2 − 1

2
r2
)

, (10)

given in cylindrical coordinates.
Such a potential can be obtained by a geometry with three electrodes of hyperboloidal shapes, where the surfaces are

identical to the equipotential surfaces (see Fig. 5b). Udc is the applied trapping voltage (with proper polarity) between
the ring electrode and the two end electrodes and, again,

d2 = 1

2

(
z2

0 + r2
0

2

)
(11)

describes the dimension of the trap (where 2r0 and 2z0 are the inner ring diameter and the closest distance between the
end electrodes, respectively, see Fig. 5).

Solving the equation of motions for all three coordinates,

mz̈ = qEz (12)

and

m�̈� = q( �E� + �̇� × �B) , (13)

with the electric field strengths

Ez = −Udc

d2 z (14)

and

�E� =
(

Udc

2d2

)
�� , (15)

results in three independent motional modes as shown in Fig. 10: (i) the harmonic trapping motion along the trap
axis at the axial oscillation frequency �z, (ii) the circular cyclotron motion at the reduced cyclotron frequency �+,
and (iii) the circular magnetron or drift motion at the magnetron frequency �−. The latter two are radial motions, i.e.
perpendicular to the trap axis. The slow magnetron motion is centered at the trap axis and provides the “guiding center”
of the cyclotron motion (see projection in Fig. 10).

For an ideal electric quadrupole field the three eigenfrequencies are

�z =
√

qUdc

md2 , (16)

�+ = �c

2
+
√

�2
c

4
− �2

z

2
, (17)

�− = �c

2
−
√

�2
c

4
− �2

z

2
, (18)

where �=2��. In order that the motion be bounded, the roots of Eqs. (17) and (18) must be real, leading to the trapping
condition

�2
c − 2�2

z > 0 . (19)
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Fig. 10. Schematic trajectory (three-dimensional and projection onto the x–y-plane) with ideally three independent eigenmotions of an ion in a
Penning trap: a harmonic oscillation in the axial direction (axial motion with frequency �z), and a radial motion that is a superposition of the
modified cyclotron motion with frequency �+ and the magnetron motion with frequency �−.

Combining this condition with Eqs. (9) and (16), the conditions for stable confinement of charged particles in the ideal
Penning trap can be expressed in terms of the applied fields as follows:

|q|
m

B2 >
2|Udc|

d2 , qUdc > 0 . (20)

This determines the minimum magnetic field required to balance the radial component of the applied electric field.
The amplitudes and phases of the harmonic and circular motional modes depend on the initial conditions, i.e. the

position and velocity of the ion in the moment of creation in the trap volume or the circumstances of its injection from
an external source. The superposition of the independent motional modes can yield different kinds of ion trajectories.
The ion motion can be manipulated by the application of additional time-varying electric fields. This will be discussed
in detail in Section 4.

The eigenfrequencies of the ion motion are uniquely determined by the trap parameters, i.e. the magnetic field
magnitude B, the trapping potential Udc, and the trap dimension d (see Eq. (11)). A serial expansion of the radial
eigenfrequencies results in

�− ≈ Udc

2d2B
(21)

and

�+ ≈ �c − Udc

2d2B
. (22)

The magnetron frequency (18) is, in the first order approximation, independent of the mass of the stored charged
particles. Table 3 gives eigenfrequency values for ions with different masses in a 7-T strong magnetic field and typical
trap parameters. The magnitudes of the eigenfrequencies follow the order

�− < �z < �+ . (23)
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Table 3
Eigenfrequencies �i = �i /2� of singly charged ions with different masses in a hyperbolic Penning trap with operation parameters r0 = 6.38 mm,
z0 = 5.5 mm, Udc = 10 V, and B = 7 T

A/u

1 39 85 133 197 250

�+ 107.5 MHz 2.752 MHz 1.260 MHz 803.7 kHz 541.1 kHz 425.4 kHz
�z 982.8 kHz 157.4 kHz 106.6 kHz 85.22 kHz 70.02 kHz 62.16 kHz
�− 4.493 kHz 4.501 kHz 4.509 kHz 4.518 kHz 4.531 kHz 4.541 kHz

Important relations between the eigenfrequencies in respect to mass spectrometry are

�c = �+ + �− , (24)

�2
c = �2+ + �2− + �2

z , (25)

2�+�− = �2
z . (26)

Thus, for the mass determination of the stored charged particle two main options are available: (i) a direct measure-
ment of the cyclotron frequency sideband �c (see Section 4.2.1) or (ii) a measurement of the individual frequencies,
either only the two radial or all three eigenfrequencies (see Section 4.2.2). Both techniques will be discussed in
more detail later. Eq. (25) is independent of imperfections to first order and is called the Brown-Gabrielse Invariance
Theorem [140].

The total energy of an ion stored in a Penning trap is given by the sum of the kinetic and potential energies of each
eigenmotion [36]:

E = E+ + Ez + E− = m

2
r2+(�2+ − �+�−) + m

2
r2
z �2

z + m

2
r2−(�2− − �+�−) . (27)

The potential energies −e
(
U/d2

)
r2± = −mr2±�2

z = −m
2 r2±(�+�−) of the two radial motions are negative due to the

potential hill which the ions experience in the radial direction. Since �+ > �−, the total energy of the modified cyclotron
motion is positive while that of the magnetron motion is always negative (see also Section 4.1). The importance of the
negative magnetron energy with respect to buffer gas cooling of the stored particles will be discussed later.

3.3.2. Real Penning trap
In reality one has deviations from the ideal Penning trap with pure quadrupole electric field and uniform magnetic

field [36,121]: field inhomogeneities, trap imperfections, misalignment of the trap axis with respect to the magnetic
field axis, etc. lead to a dependence of the motional frequencies on the motional amplitudes and thus to shifts in the
eigenfrequencies and broadenings of the observed resonances. This results in limitations for the resolving power and
systematic uncertainties in the mass determination. An accurate knowledge on these imperfections and their influences
is therefore essential for the design of a Penning trap mass spectrometer. The most important trap imperfections will
be briefly discussed.

Electric field imperfections. Deviations from the pure quadrupolar field as defined in Eq. (10) are caused by electric
field imperfections. They occur due to the geometrical imperfections of the trap construction itself such as the holes in
the end electrodes for injection and ejection of the ions or from the unavoidable truncation of the electrodes. Deviations
from the ideal quadrupolar field are generally expressed in terms of a multipole expansion of the trapping potential.
Frequency shifts caused by the octupole and dodecapole contributions have been calculated [36,141]. For the sum
frequency �c = �+ + �−, the frequency shift ��elec

c depends on the amplitudes of the individual eigenmotions and
is given by

��elec
c = 
elec

c

[
3

2

C4

d2 (�2− − �2+) + 15

4

C6

d4 (�2
z(�

2− − �2+) − (�4− − �4+))

]
(28)
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Fig. 12. Detailed sketch of a real cylindrical Penning trap. The graph on the left shows the potential on the axis which results from the appropriate
voltages applied to the cylinder segments. A harmonic potential is created around z = 0 whereas the extended potential well is used for efficient
capture of injected ions [142].

with


elec
c = �−

1 − �−/�+
≈ �− ≈ U0

2d2B
. (29)

C4 and C6 are the coefficients of the octupole and dodecapole components of the electric field.
In order to minimize the deviations from the ideal quadrupole field and the resulting frequency shifts, correction

electrodes are added to the Penning trap configuration. Figs. 11 and 12 show examples of real hyperboloidal and
cylindrical Penning traps.

The frequency shifts can furthermore be minimized by use of a trap with a large characteristic dimension d and a
small trap potential Udc and by having small motional amplitudes of the stored ions. The frequency shift ��elec

c is
practically mass independent because of the mass independence of 
elec

c . It leads always to a systematic uncertainty
in the mass determination due to the use of a reference mass mref for the magnetic field calibration (for the discussion
of the mass determination procedure and calibration issues see Section 4.4). The relative mass uncertainty of an ion of
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mass m and cyclotron frequency �c is

�m

m
= ��(mref − m)

m
(�c + ��) ∝ m − mref . (30)

Therefore it is desired to have mass references as close as possible. Mass doublets, i.e., reference ion and ion of interest
having the same atomic mass number, are the foremost choice but in most cases they are not available or not well
enough known.

Electric-field imperfections can also lead to frequency shifts via the induced image charge of the ions on the trap
electrodes. This shift (��+ = −��−) scales inversely to the cube of the trap dimension and hence the effect is more
pronounced for a small trap [143].

A deviation of the electrostatic-field axis relative to the magnetic-field axis also causes systematic uncertainties in
mass determination since it shifts all eigenfrequencies [36]. For the sum frequency �− + �+ the resulting shift ��tilt

c
can be calculated [141] and is found to be mass independent. For small tilting angles �>1 the shift is given by

��tilt
c ≈ 9

4 �−(sin2�) . (31)

Magnetic field instabilities and imperfections. Some of the greatest limitations in high-accuracy Penning trap mass
spectrometry are magnetic-field inhomogeneities and fluctuations. Several mechanisms for a change in the magnetic-
field amplitude of a superconducting magnet exist:

1. The current in the superconducting coils of the magnet decreases steadily due to the flux creep phenomenon [144,145].
It occurs when flux lines, which are pinned to inhomogeneities of the superconducting material, jump from one
pinning site to another. With modern superconducting solenoids this logarithmic decay can be approximated, for
time intervals up to years, by a linear decrease.

2. When objects containing ferromagnetic or paramagnetic materials are brought within a short distance of a few
meters or less of the magnet, they are magnetized. This magnetization distorts the field of the magnet.

3. Temperature and pressure fluctuations in the helium and nitrogen reservoir of the superconducting magnets. These
cause changes in the magnetic permeability of the materials surrounding the Penning trap, such as the vacuum
chamber, and the trap material itself, usually oxygen-free high-conductivity copper, and thus in the magnetic-field
homogeneity and strength [146].

Nowadays homogeneities of �B/B < 10−8 over a volume of 1 cm3 and relative field stabilities of (�B/�t)(1/B)

< 10−8/h can be reached, for example, by stabilizing both the temperature in the warm bore and the pressure in the
Dewar vessel of the experimental setup, as demonstrated at SMILETRAP [64].

Frequency shifts occur if the magnetic field is a function of the even powers of the distance from the trap center
[36]. In that case the ion experiences average magnetic fields that depend on the amplitude of its motion. The lowest
multipole term of interest is a magnetic hexapole component �2. It creates a frequency shift of

��magn
c ≈ �2�c(�

2
z − �2−) . (32)

In contrast to the frequency shifts discussed for the electric field imperfections, this shift is proportional to the cyclotron
frequency of the stored ion and does not give rise to calibration errors, provided the motional amplitudes are the same
for both ion species. Since this can only be achieved within certain limits, it is still important to construct the trap such
that magnetic inhomogeneities are minimized.

Ion–ion interactions. In high-accuracy trap experiments the ideal case is to have only one ion stored in the trap at
any one time. This is because Coulomb interaction with another ion will affect the ion motion and thus the cyclotron
frequency. This has been observed and investigated for both Paul traps [147] and Penning traps [113,148,149]. Only
the later case is addressed here.

If the simultaneously stored ions are of the same species, i.e., having identical mass, the driving frequency acts on the
q/m center of the stored ion cloud and no frequency shift is observed [119]. The effect of the presence of contaminant
ions having different masses expresses itself by the appearance of two or even more separate resonances (assuming
sufficient resolving power). As the ion number in the trap increases, these resonances successively approach each other.
At the same time, the centroids are shifted to lower frequencies. The size of the shift of one species is found to be



18 K. Blaum / Physics Reports 425 (2006) 1 –78

proportional to the number of stored ions of the other species and vice versa. When the unperturbed resonances cannot
be resolved, only a single resonance is observed, which is narrower than expected from a simple superposition of the
individual resonances.

A quantitative description of the observed frequency shifts must take into account the coupling of all eigenmotions
by Coulomb interaction. Until now no general analytical solution has been found for the equation of motion, neither
for the Paul trap nor for the Penning trap. Nevertheless, it is possible to confirm the observations qualitatively by a
three-dimensional simulation of the motion of simultaneously stored ions [113,150].

In practice, it is therefore essential to have a pure ion sample stored in the trap. If that is not possible, the cyclotron
frequency can be extrapolated to a single stored ion in the trap, by analyzing the cyclotron frequencies for different
numbers of stored ions [111].

Image charges. An oscillating ion induces image charges in the trap electrodes, that create an electric field which
in turn reacts on the stored ion and shifts its motional frequencies. This effect was investigated in detail by Van Dyck
[143] and Porto [151]. Using a simple model in which the trap is replaced by a conducting spherical shell of radius a,
the image charge creates an electric field given by

�E = 1

4�ε0

qa

(a2 − r2)2 �r . (33)

This field has to be added to the trapping field and thus it causes a shift in the axial frequency amounting to

��z = − 1

4�ε0

q2

2ma3�z

. (34)

This shift becomes significant for small traps and a large number of stored ions but since it is of purely electrostatic
origin, the electric field-independent sideband frequency �c = �+ + �− is not affected.

3.4. Storage rings

While the dimensions of Paul and Penning traps are typically only of the order of a few centimeters, storage rings,
that are also widely used as large ion traps, have diameters of a few tens of meters. The basic components of ion
storage-cooler rings are a set of bending and focusing magnetic multipole fields, a so-called lattice, as shown in
Fig. 13, which is a sketch of the experimental storage ring (ESR) at GSI Darmstadt (Germany) [37].

The ion trajectory is a closed orbit where the ions oscillate with an energy EP and momentum pP, which are dependent
on the magnetic field amplitudes and the bending radii of the magnets. In reality, due to the finite emittance of the
ion beam and to the unavoidable imperfections of the fields, the ions perform quasi-periodic betatron (sinusoidal like)
oscillations around the ideal trajectory (see Fig. 13) [152]. The oscillations are solutions of the basic “Hill equation”
that describes the ion orbit as a function of the bending radius, the momentum spread, and of the focusing strength.
The amplitude A(s) of this betatron oscillation is given by the emittance of the beam εy and the amplitude function
�y(s). The latter itself is given by magnetic guiding fields. The symbol y represents the transversal coordinate and s
the longitudinal coordinate, respectively. The number of oscillations per turn is given by

Qy = 1

2�

∮
c

1

�(s)
ds . (35)

In order to avoid the coherent amplification of smallest perturbations that would cause an immediate loss of the stored
ions, the ratio of orbit length and betatron wavelength should not be an integer or a simple algebraic number, i.e.,
1/2, 1/3, etc.

Also important is the relation between the momentum of the circulating particles pP and their revolving frequency �.
Deviations �pP from the ideal momentum result in a change of the ion trajectory and thus of the revolving frequency.
There is a linear relation between the relative momentum change �pP/pP and the relative frequency change ��/�:

��

�
=
(

1

�2 − 1

�2
t

)
�pP

pP
. (36)
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Fig. 13. (Color) (left) Schematic view of the experimental storage ring ESR at GSI-Darmstadt. Highly charged ions are injected into the ESR directly
from the heavy-ion synchrotron (SIS) or after fragmentation and separation in the fragment separator (FRS). The ring consists of six 60◦ dipole
magnets and six quadrupole triplets and doublets, respectively, to keep the ions on their ideal trajectory. Also shown are the basic components
along with the diagnostic and experimental elements. On the right is an inset showing the Betatron oscillation superposed on the ideal trajectory
(“Sollbahn”).

The proportional factor includes the relativistic relation between the momentum and velocity of a particle (1/�2 with

� = 1/

√
1 − �2 the relativistic Lorentz factor and c the velocity of light), and the relation between momentum and

trajectory change (1/�2
t ) [153]. �t is referred to as the transition-� and defined by df/dpP|�=�t

= 0. That is to say, for
� = �t a change in energy or momentum does not cause a change in frequency. For � < �t an increasing momentum
causes a frequency increase. The principles of mass measurements in a storage ring will be described in Section 4.4.
The longitudinal momentum spread �pP/pP is determined by the equilibrium between the cooling force of the applied
cooling technique (see Section 4.3) on the one hand and counteracting heating effects such as intra-beam scattering on
the other hand. By means of electron cooling, momentum spreads �pP/pP �1 × 10−6 are routinely achieved at the
ESR for low intensity ion beams [154].

The acceptance of storage-cooler rings is, for a typical energy of 300 MeV/u, restricted to about 10 to 30�-mm-mrad
for both the horizontal and vertical emittance. Since a mass-to-charge band m/q of typically ±1% can be stored, heavier
ions with the same mass m, but different charge states q, can circulate simultaneously in a storage ring.

4. Ion manipulation and mass measurement techniques

Accumulation, storing, and cooling techniques play an increasingly important role in many areas of science. This is
reflected by the awards of Nobel prizes within the last two decades to more than ten pioneers of particle, ion, or atom
cooling. In this chapter the main ion manipulation, cooling, and frequency determination techniques in ion traps for
mass measurements will be discussed.
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Fig. 14. Energy levels of a spin-less charged particle in an ideal Penning trap (see Fig. 5b). The total energy is given by the sum of the energies of
the three independent harmonic oscillations with the modified cyclotron frequency �+, the axial frequency �z, and the magnetron frequency �−.
In the center of the trap the potential energy is set to zero.

4.1. Ion motion excitation in Penning traps

The simplest picture of the excitation of ion motion in a Penning trap is the quantum mechanically one: Each of
the ideally independent eigenmotions of a stored ion in a Penning trap represents a harmonic oscillator with a fixed
eigenfrequency. The Hamilton operator for the radial and axial motion can be written as [155]:

Hxy = 1

2m
(p2

x + p2
y) + 1

8
m�2

1r
2 − 1

2
�0Lz , (37)

Hz = p2
z

2m
+ m�2

zz
2

2
, (38)

where Lz = xpy − ypx is the axial component of the angular momentum operator, r =√
x2 + y2, �1 =

√
�2

c − 2�2
z ,

and �c = |�0|. The frequencies �c, �z, �+, and �− are as defined above. The analytical solution of the Schrödinger
equation for the Hamiltonian has been obtained by Fock [156] and Darwin [157] and their explicit applications to the
Penning trap have been presented for example in [158,159].

By a resonant excitation with an external radiofrequency field the energy of the system can be increased. Fig. 14
shows the energy levels of each eigenmotion that sum to the total energy of the stored spin-less ion:

E = h̄�+(n+ + 1
2 ) + h̄�z(nz + 1

2 ) − h̄�−(n− + 1
2 ) . (39)

The magnetron motion is of special importance since the negative sign in Eq. (39) reveals the inverse energy of the
magnetron oscillator, i.e. it contributes negatively to the total energy. That is to say, an increase of the quantum number
n− and thus of the magnetron radius results in a loss of energy of the ion. Applying a dipole electric field changes
the quantum number in one of the ladders of the so-called Landau levels. When a Penning trap is operated with an
additional azimuthal quadrupole driving field with a frequency that equals a suitable combination (sum or difference
�i ± �j ) of the frequencies of the fundamental modes of motion, then a periodic conversion of the participating modes
into each other is observed, i.e. a coupling of the Landau levels of two different ladders i and j. A detailed description
of the ion motion in a Penning trap in a classic and quantum mechanical frame work is given in [160,161].

4.1.1. Dipole excitation
A resonant excitation by a dipole rf field at one of the eigenfrequencies can be used to manipulate the corresponding

eigenmotion of one ion species. The increase of the amplitude of the motion can be used to determine the eigenfrequency
of the motion, or to remove unwanted ion species, i.e. contaminations, from the trap. A dipole field created by an rf
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Fig. 15. Radial segmentation of the ring electrode to apply an electromagnetic radiofrequency field. (a)Application of a radiofrequency to opposite ring
segments results in first-order approximation in a dipole field. (b) An approximated quadrupole field can be generated by applying a radiofrequency
between each opposite pairs of the four-fold segmented ring.

voltage with amplitude Ud and with frequency �d applied with 180◦ phase shifts between two opposite segments of
the ring electrode (see Fig. 15) drives one of the radial motions if the corresponding frequency is used, for example,
for the radial x-component:

�Ex = Ud

a
cos(�dt − d)x̂ . (40)

Thus, the magnetron and the cyclotron motion can be addressed independently: For the isolation of specific ions from
an ensemble of several species, the unwanted ions are radially ejected by an excitation field covering the appropriate �+
ranges. Similarly the axial motion can be excited by an dipole field generated by applying an rf voltage with frequency
�z between the two end electrodes.

For excitation of the magnetron oscillation the phase difference between the initial ion magnetron motion − and
the exciting dipolar field d, �− = d − −, has a strong effect on the magnetron radius �−, as shown in Fig. 16
[112]. The calculated final magnetron radius as a function of the dipolar-excitation duration Td is shown in Fig. 16(a)
for three different phase differences. In Fig. 16(b), the calculated final magnetron radius �− is plotted against the phase
difference �− for different values of the dipolar-excitation durations Td.

4.1.2. Quadrupole excitation
A quadrupole excitation at the sum of individual eigenfrequencies can be used to couple eigenmotions and to

determine frequencies. The most direct approach for mass spectrometry is the measurement of the sum frequency
�c = �+ + �− (Eq. (24)) which corresponds to a coupling of the modified cyclotron and magnetron oscillation. Later we
will see (Section 4.3.1) that it is also important in buffer gas cooling in Penning traps. The coupling of the two radial
motions can be achieved by an azimuthal quadrupolar rf field with the frequency �rf applied with 180◦ phase shifts on
sets of ring-electrode segments perpendicular to each other (see Fig. 15b):

�Ex = 2Uq

a2 cos(�rf t − rf)yx̂ , (41)

�Ey = 2Uq

a2 cos(�rf t − rf)xŷ . (42)

When in resonance, �rf = �c, a full periodic conversion between the two motional radii �+ and �− is obtained [162].
Fig. 17 shows the calculated effect of quadrupole excitation at �c. Initially there is only magnetron motion. Because of
the excitation the amplitude of the cyclotron motion increases while the amplitude of the magnetron motion decreases.
After a certain time (depending on the amplitude Uq of the excitation) a full conversion is obtained, i.e. the magnetron
motion has disappeared while the amplitude of the cyclotron motion is equal to that of the initial magnetron motion
[141]. For non-resonant excitation (�rf �= �c) the conversion is not complete [162].
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Fig. 17. Conversion of a pure magnetron motion in a pure cyclotron motion in the case of azimuthal quadrupole excitation at �rf = �c. The motion
starts with pure magnetron motion, indicated by the solid circle. Parts (a) and (b) show the first and second half of the conversion.

Since the radial kinetic energy Er is proportional to the revolving frequency of the trapped ion [36]:

Er(t) ∝ �2+�+(t)2 − �2−�−(t)2 ≈ �2+�+(t)2 , (43)

with �+ and �− being the amplitude of the modified cyclotron and magnetron motion, respectively, the resonant
coupling of these two motions results in an increase of the radial kinetic energy (�+?�−; see Table 3) and thus of
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Fig. 19. Magnetron (dashed line) and cyclotron (solid line) amplitudes as a function of the ratio Trf/Tconv of excitation time to conversion time.

the associated magnetic moment. The exact functional relation of the energy gain depends on the overall shape of the
excitation signal. For a rectangular profile, i.e., the quadrupole excitation is applied at constant amplitude only during
the interval Trf , the resulting energy gain (shown in Fig. 18(a) [162]) results in

Er = sin2(�bTrf)

�2
b

, (44)

with

�b = 1

2

√
(�rf − �c)

2 + (�conv/2)2 . (45)

The overall effect of the resonant coupling of magnetron and modified cyclotron motions is a harmonic beating
between these two radial motions as depicted in Fig. 19 [19]. For �rf = �c the beating frequency 
0 is proportional to
the amplitude Vrf of the radiofrequency field. For �+?�− it is


0 = Vrf

a2

1

4B
, (46)
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plates parallel to the magnetic field used for ion resonance excitation and detection. The radial or axial oscillations of a collection of stored ions are
excited to coherent motion of a specific radius by a radiofrequency signal. The frequency spectrum is obtained by a Fourier transformation of the
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where Vrf corresponds to the maximum potential of the quadrupole rf field measured on a circle with radius a. The
beating frequency is mass independent. A conversion from a pure magnetron to a pure cyclotron motion is obtained
after a time Tconv which is half the beating period

Tconv = �


0
= 4�a2B

Vrf
. (47)

4.2. Frequency measurement techniques

For the frequency measurement of the stored ions one has to distinguish between destructive and non-destructive
techniques. While in the first case the ions are lost after the detection and a new loading of the trapping device is required,
in the second case the ions stay in the trap and can be used for another measurement or for further experiments. For
mass spectrometry on very short-lived radionuclides (half-lives of seconds or below) the destructive method is not
a drawback since the nuclei decay anyhow in a short time period. However, for long-lived radionuclides with low
production rates or stable ions a non-destructive frequency measurement technique is favorable.

Currently only two methods are used for measuring cyclotron frequencies in high-accuracy mass spectrometry with
ion traps: (1) manipulation of the ion motion by radiofrequency fields and measurement of the time of flight (TOF) of
the ions from the ion trap after ejection to an ion detector placed outside the magnetic field and (2) broad-/ narrow-band
observation of the oscillating image currents induced by the motion of the ion in the trap electrodes.

The broad-band detection of image charges is also called Fourier-transform ion–cyclotron resonance (FT-ICR) mass
spectrometry and is, since its inception by Comisarow and Marshall in 1974 [163], widely practiced in chemistry and
cluster studies when a large number of ions are stored simultaneously and when the ion cloud is excited to large cyclotron
orbits [138,164]. The frequency-domain spectrum and thus the mass spectrum is obtained by Fourier transformation
of the digitized time-resolved recorded ICR signal. A typical FT-ICR Penning trap configuration and its electronic
circuitry is shown schematically in Fig. 20. The cubic container has the advantage of ease of accurate construction but
the disadvantage of electric fields which cannot be described by simple analytical functions. In the following only the
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Fig. 21. Principle of the time-of-flight cyclotron resonance detection technique [107].

time-of-flight detection and narrow-band image charge observation methods will be described since they are the only
detection techniques used in high-accuracy mass spectrometry on a single or very few stored ions.

4.2.1. Time-of-flight detection
In the time-of-flight ion–cyclotron resonance (TOF-ICR) detection technique [107] the ions are first prepared at a

well-defined radius of the magnetron motion. Here, the orbital frequency and, therefore, the orbital magnetic moment
�� as well as the associated energy E = �� �B, are small. By application of a resonant quadrupolar excitation, with an
appropriate choice of amplitude and excitation time, the magnetron motion is completely converted into the (modified)
cyclotron motion (see Section 4.1.2) while the radial radius remains constant [141].

When the ions are ejected from the trap after one full conversion (by lowering the trapping potential of the down-
stream end electrode) at initially low axial velocity they drift along the axis out of the magnetic field, as shown in
Fig. 21. In passing through the magnetic field gradient the ions get accelerated due to the gradient force and thus
the axial velocity of the ions increases. The force is proportional to the magnetic moment and hence to the radial
energy Er,

�F = −��( �∇ �B) = −Er

B

�B

�z
ẑ . (48)

In each of several experimental cycles, different excitation frequencies are applied. Since the magnetic moment and
the radial energy of the ions are larger in resonance due to the higher frequency of the cyclotron motion as compared
to the magnetron frequency, the resonantly excited ions arrive earlier at the detector than those ions that have been
excited non-resonantly. For the determination of the time of flight the ejection from the trap is the start signal and the
ions’ arrival at the detector the stop signal. The change in the time of flight from the trap center (z = 0) to the detector
(z = z1) for a given radial energy Er can be calculated by

Ttot(�q) =
∫ z1

0

√
m

2(E0 − qU(z) − �(�q)B(z))
dz , (49)

where E0 denotes the initial axial energy of the ion and U(z) and B(z) the electric and magnetic potential difference,
respectively. A variation of the quadrupole frequency �rf results in a characteristic time-of-flight cyclotron resonance
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curve. The theoretically expected line shape for such a resonance (see Fig. 18b) is mainly determined by the Fourier
transformation of the rectangular time excitation profile and is similar to the absolute value of the so called sinc(x)-
function f (x)=sin(�x)/�x [162]. This line profile can be fitted to the experimental data. Such a fit is included in Fig. 22
for the stable nuclide 39K, which shows excellent agreement. The effect of resonant and off-resonant excitation on the
time of flight is shown in the inset of Fig. 22. The resonantly excited ions (2) are clearly shifted to lower time-of-flight
times compared to the non-resonant case (1). The width of such a TOF-ICR signal, and thus the resolving power, is
Fourier limited by the duration of the quadrupolar excitation.

In the isochronous mass spectrometry (IMS) mode of the storage ring the revolution times of each individual stored
ion are also measured by a destructive time-of-flight technique. To this end the ions cross a very thin, metallized carbon
foil, being typically a few �g cm−2 thick, mounted in the ring aperture, and eject at each passage �-electrons which
are guided by electric and magnetic fields to a suitable detector. In this way, every ion produces periodically at each
passage a time-stamp. With a proper data analysis software the fast-sampled sum signal can be assigned to individual
ions and their mass can be determined via the measured time of flight. Due to energy loses in the foil only a few hundred
to a few thousand turns can be observed for one and the same ion.

4.2.2. Detection by image charges
The main advantage of a non-destructive ion detection technique is the possibility to repeat the experiment with

the identical trap content, i.e., a reloading of the trap is not required. With the detection of the image charges a full
resonance spectrum after one experimental cycle can be obtained instead of repeated probing of the expected cyclotron
frequency. This is a huge time saver. However, in high-accuracy mass measurements usually one works with only a
single (or only very few) ions in the trap at any given time, in order to avoid any frequency shifts due to space charge
effects (see Section 3.3.2). In addition, the amplitudes of the ion motion are kept rather small to avoid the influence
of inhomogeneities of the trapping fields. Thus, the image-charge methods have to be very sensitive and highly tuned
circuits of high quality factor Q have to be used, as shown in Fig. 23.

The signal-to-noise ratio of a narrow-band image charge detection is given as

S

N
=

√
�

2

rion

D
q

√
�

��

√
Q

kT C
, (50)

where rion is the motional radius and q the charge state of the ion, D is the effective electrode distance, �/�� is the
ratio of the ion frequency and spectral width, T is the temperature and C the capacity of the detection system. The
signal of the charged particle stored in a Penning trap is picked up by means of an attached narrow-band electronic
resonance circuit working under cryogenic conditions (T = 4.2 K). It enables the detection of a single ion as well as
further successive measurements with the same ion. The invariance principle requires the measurement of all three
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Fig. 23. Experimental setup for a sensitive, narrow-band detection of a single stored ion. Due to a tuned resonance circuit with a high quality factor
Q an improved detection sensitivity is reached.

eigenfrequencies. However, generally the axial oscillation is monitored. In order to detect changes in the cyclotron
orbit the modified cyclotron and the axial motion must be coupled. They are completely decoupled in the ideal trap but
coupling can be achieved, for example, magnetically [36], electrostatically [165], or by side-band excitation [166,167].
In this way, a slight change in the cyclotron radius upon its excitation results in a change of the axial motion.

Another sensitive detection technique based on the measurement of image charges is called the pulse and phase
(PNP) method [168]. Here, the ions’ cyclotron motion is driven to a certain amplitude and phase at starting time t = 0,
and then allowed to accumulate phase for some time Tevol, after which a �-pulse is applied in order to couple the
cyclotron and axial modes. A �-pulse can be created by applying the coupling just long enough to cause the coupled
modes to exactly exchange their energy. The phase of the axial signal immediately after the �-pulse is then measured
with a DC-SQUID (superconducting quantum interference device) [169]. Because of the phase coherent nature of the
coupling, this determines the cyclotron frequency with the same uncertainty. The ions’ cyclotron frequency is obtained
by measuring the accumulated phase versus evolution time Tevol. The PNP has the advantage of leaving the ion’s motion
completely unperturbed, i.e. undetected and undamped, during the cyclotron phase evolution [166].

The Schottky mass spectrometry (SMS) method in a storage ring is also based on the detection of image charges [48]
and provides, as in the case of a Penning trap, single-ion sensitivity. The revolution frequency of the highly charged
ions is determined from a Schottky-noise analysis, i.e., at each turn the induced mirror charges of the circulating ions
on two electrostatic pick-up electrodes is monitored. Typically the 30–34th harmonics of the signals are picked up by
a resonant circuit. The signals of both pick-up plates are amplified with low-noise amplifiers and then summed. The
Fourier transformed signal delivers the frequency and thus the mass spectrum. At a charge state of q =30+ the detection
sensitivity is high enough to detect single ions.

4.3. Cooling and accumulation techniques

Cooling of stored ions results in a reduction of the motional amplitudes or—in the quantum mechanical picture
of ion traps—in a lowering of the quantum numbers n (see Fig. 14) of the particles oscillating in the trap potential.
Cooled ions can be trapped in a much smaller volume and thus probe less of the imperfections in the trapping electric
and magnetic fields. In addition beam transport of a cooled ion ensemble is much more efficient due to the reduced
transverse and longitudinal emittance.

The performance of a storage ring depends strongly on the possibility of beam cooling, i.e. the enhancement of
phase-space density by interaction of the ion beam with external particles or devices. The main reason is that the mass
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Table 4
Different cooling techniques and their fields of application

Cooling technique Paul/Penning trap Storage ring

Buffer gas cooling � � �

Evaporative cooling ��

Resistive cooling ��

Electron cooling � � � �

Laser cooling � �

Stochastic cooling ��

Sympathetic cooling �

Three stars indicate that the method is most often used, two stars indicate often usage, one star indicates rare usage, and zero stars not used so far.

resolving power is directly proportional to the relative velocity spread �v/v, and for small particle numbers, as is the
case with exotic beams, the effect of ordered-beam formation [170,171] is very favorable.

Ion cooling is therefore mandatory for high-accuracy mass spectrometry with stored ions. Quite a number of different
cooling techniques have been developed during the past years. Here, only the most important cooling methods which
are applied to charged particles stored in ion traps and storage rings will be discussed (see Table 4).

4.3.1. Buffer gas cooling
The most common cooling technique for radioactive ions stored in a Paul or Penning trap is buffer gas cooling

in combination with radiofrequency excitation at the true cyclotron frequency �c. Fig. 9 shows as an example the
segmented radiofrequency quadrupole as used at ISOLTRAP [132].

The effect of the buffer gas on the ion motion can be described by a viscous drag force

�F = −�m�v , (51)

where m�v is the ion momentum with the ion mass m and the ion velocity �v and � is the damping parameter describing
the effect of the buffer gas. With the ion mobility Kion the damping constant � can be written as

� = q

m

1

Kion

p/pN

T/TN

. (52)

Here, q/m is the ion’s charge-to-mass ratio and p and T are the gas pressure and temperatures in units of the normal
temperature TN and pressure pN . Usually, noble gases are used as buffer gas because of their high ionization potential
and thus minimum losses due to charge exchange.

The damping of the motional amplitudes can be described as

�(t) = �oe−�t . (53)

For linear oscillatory motions such as the oscillations in a Paul trap or the axial motion in a Penning trap the coefficient
� is equal to the damping coefficient �. In the cases of the magnetron and cyclotron motion in a Penning trap the
damping constants are [19]

�± = ±�
�±

�+ − �−
. (54)

The cyclotron as well as the axial oscillations are damped by buffer gas collisions. However, the negative sign of �−
results in an increase of the magnetron orbit with time since the ion loses (potential) energy by collisions with the
buffer gas atoms [118,162]. This effect is shown in Fig. 24 and is in accordance with the total negative energy of the
magnetron motion (see energy level diagram in Fig. 14). This drift to the ring electrodes and subsequent ion loss is
counteracted by excitation of the stored ion by a quadrupolar rf-field at �c =�+ +�− that couples the modified cyclotron
and the magnetron motion [118] (see also Section 4.1.2). In this way, all three quantum numbers n+, nz, and n− (see
Fig. 14) are driven to smaller numbers until the temperature of the ion cloud reaches that of the buffer gas and the ion
sits at the trap center. It is worth noting that this cooling and centering process is mass selective because it involves the
cyclotron frequency of the ion. This technique is applied in all Penning-trap mass spectrometer setups for short-lived
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Fig. 24. Calculated radial ion trajectories in a plane perpendicular to the magnetic field. The cross marks the center of the trap. A velocity dependent
damping force representing the buffer gas cooling has been included in the equations of motion. In (a) a fast damping of the cyclotron motion and a
slow increase of the magnetron motion are observed. In (b) the effect of an additional excitation with an azimuthal quadrupole field of frequency �c
is shown. Both cyclotron and magnetron motions are decreased and a mass-selective centering to the trap center is achieved.

radionuclides since the cooling process last only a few milliseconds. It is also used in many FT-ICR experiments in
chemistry [164].

Trapping and buffer gas cooling in a linear radiofrequency quadrupole structure is also incorporated in the laser
ion source trap (LIST) project, which has been built and is presently being tested at the University of Mainz [172].
The primary purpose of the combination of a laser ion source with a linear radiofrequency quadrupole ion trap is to
decouple the evaporation and ionization processes and thus drastically improve the isobaric selectivity of laser ion
sources at on-line separators based on resonance ionization [173–175]. By exploiting trapping, cooling, and bunching
in a linear Paul trap LIST will deliver radioactive ion beams with selectable temporal structure from quasi-dc to pulses
of microseconds duration and with an emittance that is improved by up to an order of magnitude as compared to
conventional laser ion sources at on-line isotope separators [176].

4.3.2. Resistive cooling
With resistive cooling the motional energy of the stored charged particles is damped by use of an external circuit

that is continuously kept in resonance with the eigenfrequency of the ions’ motion. The kinetic energy of the ions is
dissipated in a resistor of the circuit via the image currents induced in the trap electrodes. Finally, the energy of the
ions corresponds to the temperature at which the resistor is kept (generally the temperature of liquid helium, 4.2 K),
i.e., a thermal equilibrium with the environment is reached.

For simplicity we consider an ion with a charge-to-mass ratio q/m oscillating between two parallel infinite plates
separated by a distance d [120]. If the velocity of the ion is v, then the induced image charges cause a current flow i
through the resistor R, given by

i = qv

d
. (55)

This current would dissipate an energy of i2R per unit time through Joule heating of the resistor and damps the ion
motion as

dE

dt
= −Ri2 = −R

q2v2

d2 = −R
q2E

md2 = −1

�
E , (56)
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calculated from [119]. The zero line is given by the noise power with an empty trap.

where E is the total energy of the particle. Assuming a harmonic oscillation v = v0 cos2�t it results in 〈mv2〉 =
mv2

0〈cos �t〉 = 1
2 mv2

0 = E. The energy evolution of a single ion can thus be described by an exponential behavior
E = E0 exp(−�t) where the time constant � = 1/� of the cooling process is given as

� = md2

Rq2 . (57)

Resistive cooling is hence especially efficient for ions with a large charge-to-mass ratio q/m and the time constant can
be made small by use of a large resistor R. A possible experimental configuration for resistive cooling of radial ion
motion with an external resonant circuit is shown in Fig. 25. A similar configuration can be used for axial cooling of the
ions’motion. For a single stored highly charged carbon ion 12C5+ with a tuned resonant circuit (Q=2000, T =4.2 K) a
cooling constant of �=170 ms was demonstrated (see Fig. 26) [13]. For short-lived radionuclides this cooling technique
is not applicable due to the long cooling times and most often buffer gas cooling is applied (see Section 4.3.1).

Deviation from the exponential behavior as shown in Fig. 26 occurs when the cooling force is no longer proportional
to the kinetic energy of the ions. A possible reason is that the ion frequency depends on the energy and therefore the
effective resistance of the resonant circuit at the ion frequency changes during the cooling process. This may occur for
large motional amplitudes since higher-order multipole components in the trapping potential become significant and
the ion motion is no longer harmonic. In the case of a cloud of ions the situation becomes even more complicated since
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only the center-of-mass mode is cooled resistively [119]. The other modes are only cooled due to their coupling to the
center-of-mass mode.

Resistive cooling can be applied to the axial and modified cyclotron motion. However, as discussed above, reducing
the energy of the magnetron motion would lead to an increase of the magnetron radius and finally to the loss of the
ions. This can be avoided by coupling the magnetron oscillation to one of the other modes by a radiofrequency field at
the sum frequency of both oscillations. This technique is often called sideband-coupling cooling.

4.3.3. Evaporative cooling
A brute force cooling technique is evaporative cooling. The process is analogous to the way a cup of hot coffee cools

down by giving off the most energetic molecules as steam. As the energetic ions are removed from the trap by lowering
the trapping potential, collisions readjust the remaining ions into a lower temperature thermal distribution. The ions
remaining in the shallow potential well have low motional energy once the trapping voltage is returned to normal
values. This procedure can be continued until only one or a few ions remain in the trap. This cooling technique is well
known and widely used for magnetically trapped atoms [177]. It was developed for the pioneering efforts to achieve
Bose–Einstein condensation in gaseous hydrogen [178]. It is an essential technique for atom traps and a decrease of
several orders of magnitude in the temperature can be achieved within a short time, which has never been achieved
with other cooling methods.

In ion traps evaporative cooling is not that efficient due to Coulomb collisions of the stored ions. For the ions produced
and confined in an electron beam ion trap the steady-state evaporation of lowly charged ions is employed for cooling
highly charged ions [179,180]. In the precision trap of SMILETRAP the ions are subject to an evaporation process by
lowering the trap voltage from 5 to 0.1V leaving only the coldest ions in the trap [64]. On average not more than one
or two ions are left in the trap after this procedure, which is not only used for cooling but also to minimize ion–ion
interactions and contamination effects.

4.3.4. Electron cooling
Electron cooling is a well-established technique to increase the phase space density of particle beams in storage

rings. This is achieved by aligning the ion beam with a cold dense electron beam from a cathode. For a certain distance
(about 2.5 m in the case of the experimental storage ring at GSI) the electrons are flying parallel to the ions circulating
in the storage ring. The root-mean-square velocity spreads of the ions in all degrees of freedom is reduced by Coulomb
interaction with the electrons. The main components of an electron cooler are shown in Fig. 27. Since its first realization
by Budker in 1966 [117], the electron cooling method has been significantly developed. Demonstrated and studied in
the first experiments in INP, Novosibirsk in 1974 [181], at CERN in 1980 [182], and at Fermilab in 1982 [183], this
cooling method has become an efficient tool and is now a routinely used technique in storage rings and becomes more
and more important in ion trap experiments. The theoretical framework was summarized in a review article by Poth
[184]. The operating parameters of the electron cooler at the experimental storage ring (ESR) at GSI Darmstadt are
listed in Table 5.

The principle of an electron cooler is similar to that of a heat exchanger. It relies upon the momentum exchange
between “hot” ions and collinear, “cold” electrons by Coulomb collisions. Ions that are too energetic transfer kinetic
energy to the electrons and get decelerated, while ions with too low energy gain kinetic energy and get accelerated.
At the end of the cooling section the electrons are deflected out of the storage ring. Since electron cooling takes in
general a few seconds until thermal equilibrium is reached, i.e. until the ions have the same longitudinal and transverse
temperature as the electrons, this cooling technique is not suitable for very short-lived radionuclides.

Electron cooling provides brilliant beams [154] of small emittance, small momentum spread (�p/p ≈ 10−5.10−7),
and high phase-space density. In a proper vacuum the storage time for longer lived nuclides exceeds many hours, even
for highly charged medium-heavy ions, and the cooled particles all orbit with the same well-defined velocity.

Electron cooling in a trap has first been employed at LEAR/CERN to slow down antiprotons from an energy of
3 keV to rest [185]. This experiment aimed at an accurate mass comparison of the proton and antiproton in order to
test charge conjugation, parity, and time (CPT) invariance [49]. Electron cooling of antiprotons in Penning traps [186]
is one of the key processes that enabled the first production of cold antihydrogen atoms at CERN in 2002 [187–190].
Positron cooling of trapped highly charged ions has also been studied [191].
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Fig. 27. Schematic view of an electron cooler. The main components are indicated.

Table 5
Operating parameters of the electron cooler at the experimental storage ring ESR at GSI Darmstadt

Electron beam
Energy 16.5–320 keV
Diameter 50.8 mm
Electron current max. 10 A
Transversal temperature kBT⊥ ≈ 120 meV
Longitudinal temperature kBT‖ ≈ 0.1 meV

Beam guiding
Magnetic flux density max. 0.25 T
Cooling section length 2500 mm
Drift tube diameter 200 mm

Compared to storage rings, electron and positron cooling in ion traps has a few peculiarities:

1. Cooling of antiprotons is caused by Coulomb interaction with electrons. Synchrotron radiation due to the high
magnetic field in the trap causes the electrons to cool to the 4.2 K surroundings of the trap [36] and the Coulomb
interactions bring the antiprotons into thermal equilibrium with them.

2. The electron cloud has a reversed flattened distribution of electron velocities. The longitudinal velocity spread is
substantially larger than the transverse one.

3. The application of positron cooling to antiprotons requires trapping in the same place inside the trap although the
particles have opposite charges. This is possible by using nested traps (see Fig. 28).

In the HITRAP project [50,51], a facility for high-accuracy experiments with trapped highly charged ions at GSI,
electron cooling is applied in the storage ring as well as in the Penning trap. In the storage ring ESR the injected ions
are electron cooled and decelerated to 4 MeV/u, and then injected into a linear decelerator. After deceleration to about
10 keV/q the ions are accumulated, and electron and resistively cooled in a Penning trap before they are transferred to
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finally by resistive cooling (d) after which they will be released from the cooler trap in order to be transferred to the precision experiments.

the setups for high-accuracy experiments (see Section 11). The planned cooling cycle in the HITRAP cooler Penning
trap is shown in Fig. 28. The difference between cooling of highly charged ions and antiprotons is that for highly
charged ions recombination processes have to be taken into account.

4.4. Mass determination and calibration issues

The mass determination in a Penning trap is based on the determination of the cyclotron frequency �c = qB/(2�m)

of ions with charge q stored in a homogeneous and stable magnetic field with magnitude B. More precisely, the quantity
that can be determined is the charge-to-mass ratio but normally the charge state of the ion is known.

In high-accuracy mass measurements the important relationships between the eigenfrequencies of the motion of the
ion and the pure cyclotron frequency are already given in Eqs. (24) and (25). The independent determination of the
eigenfrequencies and the use of these equations allow a mass determination of the stored ions when the magnetic field is
known. There are two approaches: Either the eigenfrequencies can be determined by driving the corresponding motions
by a dipole rf field [36] or a direct determination of the sum frequency of the magnetron and modified cyclotron motion
via a quadrupole excitation [141,162].



34 K. Blaum / Physics Reports 425 (2006) 1 –78

In order to extract the atomic mass m from the measured frequency, the magnetic field has to be calibrated. This is
performed by the measurement of the cyclotron frequency of a reference ion with well-known mass mref , for example,
23Na, 85Rb, and 133Cs. These have been determined in a Penning trap experiment with a relative uncertainty of better
than 2 × 10−10 [192]. If all ion species are singly charged q = +e, the atomic mass m of the ion of interest can be
calculated by

m = �c,ref

�c
(mref − me) + me , (58)

where �c,ref denotes the cyclotron frequency of the reference ion, �c the cyclotron frequency of the ion of interest, mref
the atomic mass of the reference ion, and me the electron mass. However, in this manner, the uncertainty of the atomic
mass of the reference ion contributes to the uncertainty of the mass result as well. That is why most times the mass
results obtained by Penning trap mass spectrometry are reported in terms of the ratio r of the cyclotron frequencies:

r = �c,ref

�c
= mion

mion
ref

. (59)

In this way, the mass of the ion of interest can be re-determined at any later time that there is a revised mass of the reference
ion. While in storage ring mass spectrometry the cyclotron resonances of several ion species can be recorded at the same
time since they are stored simultaneously, in Penning trap mass spectrometry the reference measurement is made in
general once before and once after that of the investigated ion. The measured cyclotron frequencies are later interpolated
to the time of the measurement of the ion of interest in order to eliminate drifts of the magnetic field.A complete Penning
trap mass measurement thus consists of three separate cyclotron frequency determinations: That of the ion of interest,
preceded and followed by that of the reference ion. Because of the mass dependence of the systematic frequency shifts
caused by field imperfections (see Section 3.3.2) ideally mass doublets are used. In isochronous mass spectrometry
there is often a lack of proper mass references limiting the accuracy of mass measurements far from stability.

Recently, the possibility of using carbon clusters as mass references for high-accuracy on-line mass measurements
on singly charged radionuclides has been demonstrated [193]. Now at the Penning trap mass spectrometer ISOLTRAP
a new magnetic-field calibration method has been installed using singly charged carbon clusters C+

n (n up to 20) [111].
Note, the unified atomic mass unit u is defined as 1/12 of the mass of 12C [194]. The advantages of the recent development
are obvious [195]: a multitude of reference masses are available that are, at most, six atomic mass units from the nuclide
of interest (see Fig. 29). Thus, systematic mass dependent uncertainties that increase with the difference between the
measured and the reference mass are minimized. Any uncertainty of the reference mass is eliminated by definition. As a
consequence, not only direct but also absolute mass measurements can be performed since the mass of an ion of interest
is related directly to the microscopic mass standard. Furthermore clusters can be used to detect systematic errors and
to determine the present limit of accuracy for mass measurements [111,196]. The only remaining uncertainty is in the
binding energy of the carbon atoms, which is of the order of a few eV and thus negligible on the 10−9 level. Sometimes
also carbon hydrogen compounds are used as mass references in order to have an ideal q/A-doublet available [192].

In the case of mass spectrometry on highly charged ions as, for example, at SMILETRAP or in storage rings (see
Table 2), the mass of the neutral atom m is obtained by correcting for the missing q electrons with mass me and their
binding energy EB according to

m = mion + qme − EB/c2 , (60)

where mion is the experimentally determined ion mass. The total electron binding energies were calculated by summing
up the relevant experimental ionization energies tabulated for example in [197]. For ions with Z < 20 the relative mass
uncertainty in EB is < 10−11. For heavier atoms calculated electron binding energies have to be used with uncertainties
of about 100 eV [198]. For closed electron shells and for those shells having one additional or one missing electron,
relativistic calculations can be made with an uncertainty of the order of 20 eV [199]. Similar to mass measurements
on singly charged ions the ideal mass measurements on highly charged ions are performed by using various charge
states of 12C as mass references. At SMILETRAP the charge q of the 12Cq+ ion can be chosen such that, to the degree
possible, the measurement is done with ions being q/A doublets [64].

A storage ring can be used as a high-resolution mass analyzer, and the masses are determined from the accurate
measurement of their revolution frequencies. The relation between revolution frequency �, mass-to-charge ratio m/q,
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and velocity v of different circulating ions is given by

��

�
= − 1

�2
t

�(m/q)

m/q
+ �v

v

(
1 − �2

�2
t

)
. (61)

The quantity � is the Lorentz factor of the ions and �t is an ion-optical parameter, which characterizes the transition
point of the storage ring. For an unambiguous relation between frequency and mass, the second (velocity dependent)
term on the right-hand side of Eq. (61) must be cancelled and two complementary methods apply, as shown in Fig. 30
for the experimental storage ring at GSI [200].

For Schottky mass spectrometry (SMS) [48,108,201] the storage ring is operated in the standard mode (�t = 2.4),
electron cooling is applied so that �v/v → 0, and the revolution frequency is determined from a Schottky noise analysis.
SMS is a versatile tool for spectroscopy on unstable, highly charged nuclides with high efficiency and resolving power,
single-ion sensitivity, and in situ calibration. It enables the measurement of both the mass and the life-time of the
stored ions.

The Schottky noise spectroscopy [202] is widely used for non-destructive beam diagnosis in circular accelerators
and storage rings. The stored ions circulate in the storage ring with revolution frequencies of about 2 MHz. At each turn
they induce mirror charges on two electrostatic pick-up electrodes which are placed in the ring aperture [203]. Because
the electron-cooled ions (see Section 4.3) have a very narrow range of velocities, their revolution frequencies exhibit a
one-to-one correspondence to their mass-to-charge ratios m/q. The revolution frequency is determined by the velocity
of the ions and the length of their closed orbit. The signal of both pickup plates are amplified with low-noise amplifiers
and then summed. Finally, the Schottky noise reveals, when Fourier transformed to the frequency space, the highly
resolved masses of the various simultaneously stored and cooled ion species [153]. A typical frequency spectrum for
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have the same mean velocity v whereas for isochronous mass spectrometry (right) the ions are “hot” and have different velocities.

highly charged ions of the rare earth region is shown in Fig. 31. As demonstrated in the inset of Fig. 31, SMS allows
single-ion sensitivity with a high resolving power and a high efficiency. More than 100 new masses can be measured
in one experiment.

The gray marked masses in Fig. 31 were previously unknown. The simultaneous storage of both unknown and known
(black marked) masses allows an in-situ calibration. For two frequencies of two different ions k and l one can write in
first-order approximation [48]:

fk − fl

fk

= −�p
(m/q)k − (m/q)l

(m/q)k
, (62)

where �p is the momentum compaction factor, which is defined as

�p = dC/C

d(B�)/(B�)
, (63)

and which characterizes the relative variation of the orbital length (C) per relative variation of the magnetic rigid-
ity (B�). Typically �p has a value of about 0.15. The width of the frequency distribution of each ion species k is
given by [48]

�fk

fk

=
(

1

�2
k

− �p

)
�pk

pk

=
(

1

�2
k

− �p

)
�2
k

�vk

vk

, (64)

where �pk/pk and �vi/vi are the relative widths of the momentum and the velocity distributions for the kth ion species,
respectively. Eqs. (62) and (64) are the basis for the Schottky mass spectrometry. They show that in order to measure
masses of stored and identified ions it is sufficient to measure their orbit frequencies. The accuracy of the method can
be improved by storing and studying different charge states of the same ion of interest at the same time within the
accepted m/q band.
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Fig. 31. Schottky spectrum of exotic nuclides simultaneously accepted and cooled in the experimental storage ring. The frequency axis shows the
difference of the 32th harmonics of the corresponding revolution frequencies of the ions (v/c ≈ 0.67) with respect to the frequency of a stabilized
local oscillator operating at about 59.33 MHz. The inset shows ground and isomeric state of fully stripped 143Sm. Single-ion sensitivity is obtained
with Schottky mass spectrometry [200].

For isochronous mass spectrometry (IMS) [109], a technique that allows one to explore the lifetime region below one
millisecond, the ESR is operated in the isochronous mode at a reduced value �t =1.4. At this specific ion-optical setting
the orbit frequency of ions with the same mass-to-charge ratio becomes independent of their velocity. At this so-called
transition energy where the injected ions have a Lorentz factor of � = �t , the ion’s revolution frequency is determined
from their time of flight for each turn [204]. This enables an accurate mass determination of hot uncooled nuclei [205].
The nuclides with known masses stored simultaneously with the ions under investigation are used as calibrants of the
spectrum and thus the previously unknown masses can be obtained. For the detection of the circulating ions a foil is
mounted in the ring aperture and delta electrons are abundantly produced at any passage of an ion through the foil. The
electrons are detected by two microchannel plates (MCP) and the signals serve as time stamps for each turn of each
stored ion [206]. The injected ions circulate typically a few hundred times in the storage ring with a revolution time of
about 500 ns. The maximum number of observed revolutions was approximately 3500 and the masses of short-lived
nuclides with half-lives as low as a few milliseconds or even in the range of microseconds (see Fig. 32) can be measured
[200,205].

4.5. Resolving power and accuracy

The primary prerequisite for the accuracy of an instrument is its resolving powerR, i.e., the line width of a resonance
obtained with it [28]. Since the resolving power of a Penning trap mass spectrometer is ultimately Fourier limited,
either the period of time for coherent rf-excitation Trf or the observation time of the evolution of the cyclotron motion
determine the line width ��c(FWHM). According to the Rayleigh criterion, two peaks are resolved if the separation of
two centroids is at least as large as the distance from either of the two centroids to its first minimum. For the resolving
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power one obtains [53]:

R= m

�m
= �c

��c
≈ �cTrf . (65)

For a singly charged ion with mass number 100 confined in a Penning trap with a magnetic field of 6 T the cyclotron
frequency is about �c = 1 MHz (see Table 3). An excitation or observation time of Trf = 1 s results in a resolving power
of typically R = 106. In many cases this is sufficient to separate excited long-lived nuclear states, so-called isomers,
from the ground state for unambiguous state assignments [115,207] and to provide isomerically pure beams [116].
According to the energy-mass equivalence, E = mc2, isomeric states are distinguished from their ground state by their
additional mass. As an example, the resolution of the 1+ ground and 6− isomeric states in 68Cu with the ISOLTRAP
mass spectrometer is shown in Fig 33. In order to obtain a higher resolving power, higher cyclotron frequencies by
stronger magnetic fields or higher charge states, and longer excitation or observation times are desirable. Extending for
example the time of observation of the ion motion to ten seconds would increase the resolving power by an order of
magnitude. This of course requires the nuclide to live and to be stored long enough. At ISOLTRAP a resolving power
of about 107 on short-lived radionuclides was demonstrated even in the heavy mass region [114]. For light ions as in
the case of the proton or antiproton the above conditions with Trf = 10 s yields R= 109.

In principle the Fourier limit for frequency measurements based on Fourier analysis of detection signals can be
overcome. This is the case when the integrated phase difference of the particles’ motions relative to an excitation
with a well-defined phase is measured [168,208]. This phase sensitive measurement technique was invented at the
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MIT-TRAP (see Table 2) and is called PNP (for pulse and phase) method [168]. A similar technique is in use at the
g-factor experiment at the University of Mainz [208] and is based on the fact that when the oscillation frequency of the
ion is different, so is the velocity of the ion’s phase evolution relative to a given initial phase. Assuming two ion
species (ion of interest and reference ion) with almost identical mass, i.e. forming an excellent mass doublet, the
cyclotron frequency difference can be expressed in terms of a phase difference. Thus, this scheme is not restricted by
the Fourier limit.

The ability to reduce the precision beyond the line width of the centroid peak depends on the understanding of
the resonance line shape, i.e. the theoretical description, as well as the statistical uncertainty of the data points that
compose the measurements. Typically the center of the resonance can be determined to 10% of the full half width. In
the case of Penning trap mass spectrometry and direct determination of the sum frequency via a quadrupole excitation
there is an excellent understanding of the line shape [162] and the centroid can be determined to about 1% of the full
half width.

For any recorded time-of-flight cyclotron resonance (see Fig. 22), the statistical uncertainty of the measured cyclotron
frequency and thus of the mass of interest is given as [2,111]:(

�m

m

)
stat

∝ 1

R
√

Ntot
∝ m

TrfqB
√

Ntot
, (66)

where Ntot is the total number of ions recorded in a single resonance and R is the resolving power. In practise at least
about 100 ions have to be measured within one resonance to get a proper fit. With the FT-ICR detection technique a
complete frequency spectrum can be recorded with only a single ion stored in the trap. Here, the mass uncertainty can
be reduced by measuring a sequence of Ntot resonances with the same stored ion. Since the resolving power is directly
proportional to the observation time and the number of ions of a radionuclide being confined in the trap decreases
exponentially due to radioactive decay, one can compute that the statistical accuracy is highest for an observation time
that is about 2.9 times the half-life T1/2 of the short-lived nuclide [4].

From Eq. (66), the advantage of using highly charged ions becomes obvious: For radioactive ions far from stability
the interaction time is limited by the half-life while the number of detected ions depends on the production yield
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Table 6
Accuracy limit �m/m, maximum resolving powerR, and half-life limit T1/2 of some of the facilities (see Table 2) performing high-accuracy mass
spectrometry experiments

Name �m/m R T1/2 Ref.

CPT 1 × 10−8 106–107 700 ms [210,212]
ESR–IMS 1 × 10−6 105 < 1 ms [205]
ESR–SMS 2 × 10−7 106 1 s [110,115]
ISOLTRAP 8 × 10−9 107 65 ms [111,114,209]
JYFLTRAP 10−7–10−8 106–107 116 ms [213]
MIT–TRAP 1 × 10−11 > 109 stable masses [5,7]
SHIPTRAP 10−7–10−8 106–107 < 1 s [214]
SMILETRAP 3 × 10−10 108 stable masses [64]
UW–PTMS 1 × 10−11 > 109 stable masses [6]

In measurements on radionuclides the best values for all parameters are not achieved simultaneously in one experiment.

and the available beam time. Since highly charged ions have higher cyclotron frequencies the resolving power and
the precision are increased. Alternately, a high-accuracy mass measurement can be performed in a much shorter
time as compared to that for singly charged ions, which gives access to very short-lived nuclides. Fig. 34 shows the
advantage of using highly charged ions with respect to precision in the case of 74Rb with charge state 18+ in a 5.9 T
magnetic field.

Presently, as listed in Table 6, the achievable precision in direct mass measurements on short-lived radionuclides is
about �m/m = 2 × 10−7 for storage rings [110,115] and 1 × 10−8 for Penning traps [111,210]. On stable nuclides
the relative mass accuracy is between �m/m = 10−10 and 10−11. This is obtained either by long observation times
[5,49,192,211] or by use of highly charged ions [64]. Since the ion of interest and the reference ion are not measured
simultaneously, the present limit in accuracy in almost all experiments is due to fluctuations of the magnetic field.
The highest accuracy obtained so far, 10−11 at the MIT Penning trap mass spectrometer, was achieved by parking two
different ion species in a magnetron orbit at the same time and measuring their cyclotron frequency quasi-simultaneously
[5]. The MIT measurement campaign was stopped in 2003 and the apparatus moved to its new location at Florida
State University. After rebuilding the apparatus in Tallahassee several high-accuracy atomic mass measurements with
uncertainties below 0.1 ppb have been performed and reported recently [7].

In the isochronous mode of the experimental storage ring at GSI-Darmstadt, a mass resolving power ofR= 110 000
with a mean mass accuracy of about 100 keV was demonstrated [152,205]. In the Schottky mass spectrometry mode a
resolving power of up toR= 2 × 106 and a relative mass accuracy of �m/m = 2 × 10−7 was obtained [110,115]. The
accessible half-live in the isochronous mode of the experimental storage ring is well below one millisecond [200,205]
and in the Schottky mode about one second. The latter is limited by the long time needed to cool down hot fragments,
which does not allow a study of the most interesting regions of short-lived nuclei at both sides of the valley of stability.

5. Production and separation techniques for exotic nuclides

Mass spectrometry on radioactive nuclides requires their production and separation, for which several complemen-
tary techniques exist. Now, more than 3000 nuclides can be produced at the different radioactive ion beam facilities
worldwide, with energies ranging from a few 10 keV to the relativistic regime. For the production of heavy, super-
heavy, and neutron-deficient medium-mass nuclides, heavy-ion collisions, near the energy of the Coulomb barrier,
are the mechanisms of choice. This technique is exploited for example at ANL (USA) [215], GSI in Darmstadt
(Germany) [216], JINR in Dubna (Russia) [217], and RIKEN (Japan) [218]. At energies above the Fermi domain,
projectile fragmentation is the primary choice for the production of exotic nuclides all over the nuclear chart up to
the heaviest projectile available, as it is done at GSI [219], NSCL in East Lansing (USA) [218], RIKEN [220], and
GANIL in Caen [221]. Medium-mass neutron-rich nuclei can also be produced by photon, neutron, energetic-proton
or heavy-ion induced fission. The facilities ISOLDE/CERN [134] and TRIUMF in Vancouver [222,223] are using
among others this production technique. A survey of the different reactions themselves is given in [224]. Two general
techniques used for separating the reaction products are on-line [225] and in-flight separation [226].
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5.1. Isotope separation on-line

The isotope separation on-line (ISOL) technique is widely used for the production and separation of radioactive
nuclides [227,228] and provided the very first exotic beams [229]. A primary beam of, for example, high-energy
protons or heavy ions at energies of 100.1000 MeV/u impinges on a thick target (up to a few 100 g/cm2) to produce
large quantities of exotic nuclides. Depending on the desired radioactive species, different chemical compositions of the
target, such as oxides (for example CaO and MgO), carbides (for example UCx and ThCx), and metals (for example Ti)
are used. The desired radionuclides are produced by any suitable nuclear reaction like fission, fragmentation, spallation,
fusion–evaporation, and direct reactions. The recoiling nuclei are stopped in a target matrix or a solid catcher which is
thick with respect to their range in matter. By heating the matrix (sometimes up to 2000 K) the products are evaporated
and diffuse out of the target towards the ion source. Chemically reactive elements such as gaseous fluorine (CF4) are
sometimes used on the target in order to produce molecular compounds such as fluorides of high vapor pressure so
as to extract the chemically selected atoms as fast as possible. The radioactive atoms are ionized either by surface
ionization, in a plasma, or by laser ionization before being accelerated as a quasi-dc ion beam to an energy of the order
of a few 10 keV. The different methods employed for the ionization of the reaction products take advantage of physical
or chemical properties of the different species to efficiently release and ionize the desired nuclide and heavily suppress
all unwanted contaminants. An elaborate review on the ISOL target and ion source developments can be found in [230].

The accelerated beam is focused and mass separated using a sector magnet. Downstream of the mass separator,
a beamline distributes the radioactive ion beam to the different experiments located in the experimental hall. The
ion–optic elements along the beam lines for focusing and deflection are, at most of the ISOL facilities, exclusively
electrostatic devices in order to assure a mass independence of the beam transport setting. The ISOL technique has the
advantage of delivering beams with superior quality, which is of particular importance for high-accuracy experiments
such as collinear laser spectroscopy or injection into ion traps with high efficiency.

The yields of exotic nuclei at an ISOL-type facility are primarily determined by the intensity and the energy of the pri-
mary beam, production cross-section, and target thickness. In addition, the release processes from the target–ion–source
system and the transfer efficiency determine the chance of survival until arrival at the detector system. Depending on
the chemical properties of the target matrix and of the ion or, respectively, the atom under investigation, the diffusion
and effusion of the produced exotic nuclides out of the voluminous target matrix can take some milliseconds for ionic
alkali elements, to several minutes and longer (up to infinity) for more refractory species, which restricts the nuclei that
can be investigated [231]. Thus, the chemical properties and the nuclear half-lives play a crucial role in the production
and the separation of exotic nuclides with the ISOL method.

Examples of ISOL-type facilities where mass measurements with ion traps have been or will be performed are
ISOLDE at CERN/Geneva (Switzerland) [134,232], ISAC at TRIUMF/Vancouver (Canada) [223], and at Jyväskylä
(Finland) by use of the ion guide ISOL system IGISOL [233]. The later is not limited by the release problems mentioned
above. Thus, also refractory elements are accessible. At ISOLDE close to 70 elements and about 700 isotopes can
presently be delivered from various ion sources (see Fig. 35). The resonance ionization laser ion source (RILIS)
[173–175] is meanwhile the mostly used ionization technique at ISOLDE [234] due to its high efficiency and high
elemental and isotopic selectivity.

5.2. In-flight separation

The second most prominent and complementary technique for rare isotope investigations is the in-flight separation
method. In this case, a heavy, highly energetic primary beam is impinged on a target with a thickness of some grams per
square centimeter and the exotic reaction products, which are partly in excited states, emerge with high kinetic energy
[235,236]. Due to the kinematics of the reaction the fragments are mainly emitted in the forward direction and they
can be time-tagged. After a suitable drift time at a velocity depending on the target thickness, they can be identified by
their time of flight as well as standard energy-loss techniques. A main advantage here is that the reaction products have
a characteristic charge-state distribution [237] that enables efficient electromagnetic separation in-flight.

Aside from the electromagnetic analysis of the radionuclides at high energy of about 30.2000 MeV/u, energy-
degrader systems are used for their spatial separation, since the atomic energy loss (�E) of the ions penetrating
through matter depends on Z2 [238,239]. In this way the magnetic rigidity (B�) analysis is performed both before
and after the degrader, and makes an unambiguous Z selection possible. This separation method is the B� − �E − B�
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mode [219]. The advantage that the flight time between the production target and the exit of the separator is only in the
microsecond range enables mass measurements on very short-lived nuclides.

Projectile fragmentation favors the production of exotic nuclides at relatively high energies (a few tens to a few
hundred MeV/A). Due to the high velocity unambiguous Z selection is possible. At lower energies, in the range of
a few MeV/u, fusion–evaporation reactions can be used in combination with in-flight separation. These are the best
reactions for producing very neutron-deficient nuclides.

The in-flight separation technique is independent of the chemical properties of the elements and can therefore provide
a large variety of different nuclides. Unfortunately the method of production results in a separated beam which has
a large phase space. This requires spectrometers with large angular acceptance, which limits the intrinsic accuracy
with which the mass might be determined. This can be compensated by coupling the in-flight facility to storage and
cooler rings [240]. Major in-flight facilities based on projectile fragmentation are for example GANIL, GSI, MSU,
and RIKEN.

The ISOL and in-flight separation methods are highly complementary. While the ISOL technique provides excellent
beam intensities for a number of elements and superior beam qualities in respect to phase-space density, the in-flight
technique allows fast, clean, and chemistry independent separation. Presently there is a completely new endeavor to
construct and commission gas cells to operate at pressures as high as 1 bar so as to stop very energetic beams from a
fragment separator. Fast and efficient extraction out of the gas cell is then required before the exotic beams of ISOL
quality are post-accelerated [241–244].

6. Production and storage of highly charged ions

As described in Section 4.5 the resolving power and accuracy in mass spectrometry with ion traps depend on the
charge state of the stored ion. To this end, the use of highly charged ions is advantageous, although charge exchange
losses make the vacuum requirements for the storage device much higher than for the storage of singly charged ions.
There are presently three different means to produce highly charged ions:

1. In an accelerator facility a high-energy ion beam is send through a stripper-foil and the stripped highly charged ions
are injected into a storage ring [37].

2. In an EBIS or EBIT (electron beam ion source or trap, respectively, discussed in detail by Elliott [245]), an atomic
vapor is stepwise ionized by impact of a high-intensity 200–300 keV electron beam and the resulting ions are stored
in an ion trap or delivered to an ion trap setup for precision experiments [246].
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3. In an electron cyclotron resonance (ECR) ion source injected atoms and ions are stripped up to very high charge
states by collisions with high energetic electrons of a plasma [247]. ECR ion sources are mainly used as injectors
into accelerators, Van-de-Graaff generators or cyclotrons in nuclear and particle physics [248].

Since the ECR ion source has so far not been used to deliver highly charged ions to storage devices for high-accuracy
mass measurements only the first two techniques will be discussed in more detail. Both techniques complement each
other, each having advantages and draw-backs for specific experiments. For example, the selection of a single charge
state is easy in the case of accelerated beams but difficult or even impossible in an EBIT. On the other hand, the problem
of exactly determining the Doppler corrections does not exist in the case of an EBIT but it is a serious problem in
storage ring experiments.

The EBIS, and similarly the EBIT, invented by Donets [249], is based on the ability of an electron beam to remove
several electrons from atoms or ions trapped radially by the Coulomb interaction between a narrow beam of electrons
and the ions. In the case of, for example, the CRYSIS electron beam ion trap in Stockholm [250,251], which produces
highly charged ions for the SMILETRAP mass spectrometer, the electrons have an energy of 15–20 keV and the electron
beam is on continuously during ion production. The axial trapping of the ions is achieved by applying suitable voltages
on a set of electrodes with a total length of about 1.5 m. A strong magnetic field of typically 2 T forces the electrons
into an intense beam with a diameter of only a few tenths of a mm.

Neutral atoms or molecules, or injected singly charged ions, are bombarded by dc electrons for a certain time
(typically 1 s) until the charge state distribution of highly charged ions requested by the user is reached. The highest
charge states that are achievable depends, of course, on the energy of the electron beam. By lowering the trapping
potential applied to the electrodes the ions are then extracted as a pulse having a width of about 100 �s corresponding
to the time it takes to empty the trap. A charge spectrum of 26Mg ions obtained at CRYSIS with 0.4 s ion injection time,
1 s breeding time, 14.4 keV electron energy, and 138 mA electron current is shown in Fig. 36.

For the production of a clean medium-charged radioactive ion beam an electron beam ion trap [253,254] with a
high-intensity electron beam, is ideally suited [255,256], since it can create high charge states in the very short time
that is mandatory for short-lived nuclides. The use of non-immersed, compressed electron beams of 5A has already
been demonstrated [257]. The 6-T EBIT proposed for the Penning trap mass spectrometers TITAN [65] at TRIUMF
and MATS [61] at the future international facility FAIR will provide a maximum electron beam current of 535 mA
with a beam diameter in the confinement region of about 70 �m, which corresponds roughly to a current density of
14 000 A/cm2. At the maximum electron beam energy of 50 kV, the MATS EBIT can, in principle, produce bare ions up
to Xe54+, and He-like ions across the periodic table. In order to increase the breeding efficiency, atomic shell closures
can be used to collect most of the ions in one charge state, by appropriate adjustment of the electron beam energy [256].
Fig. 37 shows the calculated breeding for Sn-ions for moderate beam energies for Ni- and Ne-like configurations at
different breeding times. High efficiencies can already be reached for short breeding times (< 50 ms). At the highest
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current densities, ions such as Sn40+ can be produced in breeding times in the order of 20 ms. An EBIS for charge
breeding of short-lived radionuclides for post-acceleration is already in use at REX-ISOLDE/CERN [258].

At accelerator facilities, for example at the experimental storage ring at GSI Darmstadt, highly charged ions are
produced by impinging the projectile ions on a so-called stripper-foil. While passing through the foil the ions lose their
electrons by collisions with the target atoms and highly charged ions are created. The charge state distribution as a
function of the collision energy can be well predicted for different foil materials and thicknesses. Efficient production
of bare uranium ions in larger amount requires a projectile energy of at least 300 MeV/u. This is so far only possible
at heavy ion accelerators like SIS at GSI Darmstadt.

7. Challenges in high-accuracy mass spectrometry with ion traps

Experiments on high-accuracy mass measurements with ion traps deal with problems common to all high-accuracy
experiments. These range from mundane stability problems regarding temperature, pressure, high voltage, magnetic
field, beam intensity or electronic thresholds, to the effective suppression of vibrations, electric and magnetic field
inhomogeneities, and electronic noise. Some of these challenges in ion trap mass spectrometry are addressed in more
detail:

1. Excellent vacuum conditions, in some cases to pressures reaching p�10−16 mbar, are mandatory for long storage
times of the ion under investigation and to minimize background effects by collisions with rest gas atoms, especially
in respect to experiments with highly charged ions.

2. Present accuracy limits of almost all Penning trap mass spectrometers are the limited temporal magnetic field
stability ((�B/�t)(1/B) ≈ 10−9/h) and spatial homogeneity (≈ ±0.01 ppm measured over a 10 mm diameter
spherical volume) of superconducting magnets with field amplitudes of up to 9 T, and the accurate calibration of the
magnetic field amplitudes.

3. Since the accuracy and resolving power in mass measurements scale with the unperturbed observation time of the
stored ion, long storage times are required.

4. Severe limitations in the precision of mass determinations with Penning traps are due to temperature and pres-
sure fluctuations in the helium and nitrogen reservoir of the superconducting magnets. They cause changes in the
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magnetic susceptibility of the materials surrounding the trap and thus in the magnetic-field homogeneity and strength.
Stabilization systems with �T < 10 mK and �p < 0.05 mbar have been developed and implemented.

5. In all ion trap experiments, in order to confine the ions to well localized small volumes, efficient cooling techniques
such as buffer gas cooling, electron cooling, resistive cooling or evaporative cooling have to be applied, sometimes
to cool the ions to mK temperature.

6. Efficient destructive or non-destructive detection techniques are required to reach single-ion sensitivity and to probe
precisely the ions motion in the trap.

In the case of experiments on short-lived nuclides, additional challenges to those with stable ions arise. For stable
or very long-lived nuclides a high efficiency in ion production and ion capture does not play such an important role
since the number of available ions is high. This is different for radionuclides, especially for those far from the valley
of stability which are the most exotic and usually most interesting species. They are created in minute quantities, only
at rates of a few tens of ions per second or less, and often accompanied by a large amount of contaminant ions. Since
short-lived radionuclides are in general delivered as fast, quasi-continuous beams from external sources, special care
has to be taken concerning efficient stopping, cooling, and bunching of the ions. Often the ion’s kinetic energy has
to be reduced by many orders of magnitude, in some cases from several GeV down to meV. Furthermore, to observe
short-lived radionuclides which often have half-lives well below one second, a fast measurement cycle is required so as
to minimize the decay losses during the measurement process. Also, the enormous mismatch between the large phase
space volume of the beam and the miniscule phase space volume of the precision trap must be overcome. This is now
being done by coupling the spectrometers to gas cells and gas-filled linear radiofrequency ion guides and traps [19].
The Penning trap mass spectrometer ISOLTRAP (see Table 2) was the pioneering experiment in this field, having been
developed at ISOLDE/CERN over the past 20 years [53].

8. Ion trap mass spectrometers worldwide

Presently about 20 ion traps for high-accuracy mass measurements are in operation, under construction, or planned
at different places worldwide (see Fig. 2 and Table 2). A brief summary of the experimental setups shall be given here,
but the list might not be complete.

Penning traps can be applied to short-lived radionuclides delivered by on-line isotope separators as demonstrated
first by ISOLTRAP [53]. The success of this experiment has triggered many more ion trap projects to be installed at
rare-isotope facilities (see Table 2). A more complete list includes the working spectrometers Canadian Penning Trap
(CPT) at Argonne [47,259,260], JYFLTRAP in Jyväskylä in Finland [54], LEBIT at the National Superconducting
Cyclotron Laboratory at Michigan State University [57], and SHIPTRAP at GSI Darmstadt [63], and those to be
installed such as the MAFF-TRAP [60], the RIKEN-TRAP [62], and TITAN [65]. Since all of them are based on the
same measurement technique, only the ISOLTRAP experiment (see Fig. 38) will be explained in more detail while the
others will be described briefly.

The ISOLTRAP apparatus shown schematically in Fig. 38 consists of three ion trap sub-systems and is fed by the
60-keV continuous ion beam from ISOLDE. First, a radiofrequency quadrupole ion trap cooler and buncher [132] stops
and accumulates the ISOLDE beam and prepares it for efficient transfer into the preparation Penning trap. Short, cooled
ion bunches are ejected from the RFQ and re-accelerated to an energy of about 2.7 keV by use of a pulsed drift-tube.
Second, a cylindrical Penning trap [142] captures the ion bunch in flight and cools and purifies the beam by removing
contaminant ions via the mass-selective buffer-gas-cooling technique [118,141] (see Section 4.3.1). Here, a resolving
power of up to 105 is obtained, which in most cases is sufficient to resolve isobars, albeit not isomers. The ions are
then transported to the third trap, a hyperboloidal precision Penning trap [261]. This is the actual mass spectrometer
where the cyclotron frequency of the stored ions is determined. Both the preparation and the precision Penning trap are
located in superconducting magnets with center fields of 4.7 and 5.9-T, respectively, and with a field homogeneity of
10−7–10−8 in the precision trap [262]. The cyclotron frequencies of the ions of interest and those of the reference ions
are determined by time-of-flight analysis of the cyclotron motion [107,162] (see also Section 4.2.1). As an example, the
inset of Fig. 38 shows data of the short-lived radionuclide 63Ga, where the mean time of flight is plotted as a function
of the frequency of the quadrupolar excitation. The solid line is a fit of the theoretically expected line shape [162]
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to the data points. The accuracy limit of ISOLTRAP was investigated in detail and found to be better than 10−8 [111]
(see Table 6).

The second Penning trap to come into operation for mass spectrometry on radionuclides, and using the same mea-
surement procedure as ISOLTRAP, is the Canadian Penning Trap (CPT) first developed for Chalk River and then
transferred to Argonne [46,47]. Here, the projectiles from the ATLAS linear accelerator hit a target where secondary
fast beams are produced by fusion reactions. After in-flight separation the energetic radioactive products are stopped
in a high-pressure (100–200 mbar He) gas cell. Singly or doubly charged ions are extracted from this cell by combined
static and radiofrequency electric fields. Similar gas-stopping ion guiding schemes are used at SHIPTRAP, LEBIT, and
RIKEN. Subsequently, the ions enter RFQ traps which are linear gas-filled and segmented structures. From here the
ions are transferred as a bunch to the actual Penning trap mass spectrometer. LEBIT recently demonstrated that rare
nuclides produced by beam fragmentation at energies of 100 MeV/u can be slowed and prepared such that precision
experiments with low-energy beams are possible. The development of the high-pressure He gas cell was a real challenge
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since it has to be operated at a pressure as high as about 1 bar for efficient stopping of the very energetic beam from
the fragment separator. LEBIT presents an important test case for the rare isotope accelerator (RIA) project in the US
[41] where a gas cell is a central device for post-acceleration of secondary radioactive ion beams. Such a gas cell is
presently tested at GSI by an Argonne-GSI-MSU-RIKEN collaboration.

The goal of the SHIPTRAP facility is the accurate study of properties of transactinides and superheavy nuclides. Mass
spectrometry, the search for optical transitions by laser spectroscopy above einsteinium [263], decay spectroscopy, and
ion chemistry are planned. At SHIPTRAP as well as at JYFLTRAP the preparation and the precision Penning trap are
both placed in a single (B = 7 T) superconducting magnet. This tandem Penning trap system for singly charged ions
allows a very compact setup. JYFLTRAP is installed at the cyclotron laboratory in Jyväskylä and gets low-energy ion
beams from the IGISOL facility [264].

A rather complex apparatus is presently being set up at ISOLDE: The WITCH experiment of the Leuven group
[68] aims at a measurement of the energy spectrum of the recoiling ion after �-decay. After trapping and cooling in
a Penning trap the energy of the recoil ion is measured by an electrostatic retardation spectrometer similar to the one
applied at the University of Mainz (Germany) to determine an upper limit of the mass of the electron antineutrino
[265,266]. Contributions of a scalar interaction would show up as a change of the energy spectrum of the recoil ion.
Beside angular correlation studies for tests of the Standard Model there are also plans for a mass measurement program
on radionuclides at WITCH.

As already pointed out, for high resolving power and accuracy in mass spectrometry it is advantageous to use highly
charged ions. Thus, at the Manne-Siegbahn Laboratory in Stockholm, the electron beam ion source CRYSIS is used for
injection of stable highly charged ions into SMILETRAP, which is at present the only Penning trap mass spectrometer
for highly charged heavy ions [64]. Mass measurements could be performed up to mass A=204 with a typical accuracy
of about �m/m = 2 × 10−9 and even an order of magnitude better in some cases where the ion of interest and the
reference ion for magnetic-field calibration are q/A doublets. A similar project, where an Electron Beam Ion Trap,
able to produce ions up to U92+, was to be combined with a cold-bore Penning ion trap (RETRAP) was built up and
put into operation at the Lawrence Livermore National Laboratory and later at Berkeley [246] before the experiment
was recently stopped.

Several future Penning trap setups are presently under construction or planned with the aim of performing mass
measurements on highly charged radionuclides. These are the TITAN facility at the ISAC on-line isotope separator at
TRIUMF/Vancouver [65], the MAFF-TRAP at the MunichAccelerator for Fission Fragments (MAFF) to be installed at
the new research reactor FRM II [60], the HITRAP facility under construction at GSI-Darmstadt [50,51], and the MATS
experiment at the future international GSI facility FAIR [61]. TITAN, MAFF-TRAP, and MATS will use an electron
beam ion trap for charge breeding before injecting the short-lived radionuclides into the Penning trap. In this way,
higher cyclotron frequencies are obtained, resulting in higher resolving power and accuracy, or vice versa, enabling
high-accuracy mass measurement in a much shorter time compared to the case of singly charged ions. This gives
access to very-short lived nuclides. Aside from mass measurements, laser spectroscopy and trap-assisted nuclear decay
spectroscopy experiments are also planned at these facilities. Since these three experiments are installed at radioactive
ion beam facilities with different production and separation processes, the accessible nuclides are different and thus the
experimental programs are complementary. HITRAP will concentrate on highly charged long-lived and stable nuclides
up to fully stripped uranium that are provided by the experimental storage ring at ESR-GSI. A resolving power of 109

and a mass accuracy of the order of �m/m = 10−10 is envisaged, as already demonstrated with the Mainz-TRAP in
the GSI–Mainz experiment on the g-factor of the bound electron by measuring the cyclotron frequency of the 12C5+
(see Fig. 39) [267] and 16O7+ ion [167]. The Mainz-TRAP mainly concentrates on the determination of the g-factor of
the bound electron for QED tests, but provide also the possibility of performing mass measurements on highly charged
ions up to Ca19+.

To reach relative mass uncertainties below 10−10 is an experimental challenge. Presently only the Penning trap mass
spectrometry groups of G. Gabrielse/Harvard (Harvard-TRAP) [49], R.S. Van Dyck/Seattle (UW-PTMs [6,66,67]),
D.E. Pritchard/MIT (MIT-TRAP [59,192]), and E.G. Myers/FSU (former MIT-TRAP, now moved to Tallahassee [7])
have reached such a precision. This was achieved by long observation and measurement times and special stabilization
techniques for the magnetic field of the superconducting magnet. In all these experiments the non-destructive image
charge detection technique is used (see Section 4.2.2). In the MIT-Trap a novel technique was recently developed to
reach an accuracy below 10−11 [5]. This was achieved by storing the two ions to be compared in the same trap and
measuring their cyclotron frequencies simultaneously, thereby almost eliminating variation in the magnetic field as
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Fig. 39. Fourier transform of the current induced by the cyclotron motion of a single 12C5+ ion stored in a Penning trap [13]. The resolving power
�+/��+ is better than 109. The cyclotron energy of the ion was about 2 eV.

a source of error in the comparison. To control the effects of Coulomb interaction between the two ions they were
placed in a coupled magnetron orbit: the ions orbit the center of the trap at radii of about 0.5 mm, 180 degrees apart.
In the course of this work the MIT group also uncovered a small intrinsic shift of the cyclotron frequencies of ions in
a Penning trap due to the ions’ polarizability [441], which has consequences for high-precision mass measurements
using molecular ions, but also of the mass comparison of the anti-proton to the negative hydrogen ion [49].

Today more than ten ion cooler storage rings are in operation or under construction [268]. However, only one is
presently used for high-accuracy mass-spectrometry experiments (ESR-MS [48]). Such experiments are also planned
for the Lanzhou-SR [55,56]. Fig. 13 shows the main components of the experimental storage ring ESR at GSI. Highly
charged stable ions with energies of up to 555 MeV/u for U92+ from the heavy-ion synchrotron SIS or radioactive ions
from the fragment separator FRS are injected into the storage ring. By sophisticated stacking, the ions are efficiently
accumulated in the storage ring. By cooling (most commonly by electron cooling, see Section 4.3) the phase space
volume of the stored ion beam can be compressed. As a result, new phase space becomes available for new pulses to
be accumulated in principle until the space-charge limit is reached. The ions circulating in the ring with a revolution
frequency of the order of 2 MHz can be observed by detecting the image charges induced in the electrodes of the
Schottky detector. At the future GSI facility FAIR [40] the ILIMA (isomeric beams, lifetimes, and masses) project is
proposed for the new experimental storage ring (NESR) that aims for high-accuracy measurements of nuclear masses
and lifetimes of stored exotic nuclei at relativistic energies. The ILIMA goals for mass resolving power and relative
mass accuracy that are about 106 and 1 × 10−7, respectively [52].

With the mass spectrometers described above, close to 1000 masses of stable and radionuclides have been measured in
the last few years. The results have helped to extend and refine the nuclear mass landscape.All new mass values measured
until 2003 are included in the new atomic-mass evaluation AME2003 [9]. It is important to note that this atomic-mass
evaluation byAudi et al. not only ensures that the consistency between masses determined via different reactions, decays
and mass spectrometry methods is checked, but also provides an accompanying review of the various motivations for
measuring masses. The impact of high-accuracy mass measurements on the different fields of applications in atomic
and nuclear physics (see Table 1) will be discussed in detail in the following chapters.

9. Mass spectrometry on radioactive ions

The development of direct mass measurement techniques such as Penning trap and storage ring mass spectrometry
has provided sensitive and high-precision tools for a detailed study of nuclear binding far from the valley of stability
[1,48,226,269,270]. Mass measurements in long isotopic and isotonic chains has allowed the study of the fine structure
of the mass surface and clarified discontinuities in order to extract nuclear structure information such as shell and
subshell closures and the onset of deformation from binding energies [110,114,142,271–274]. Along this line it was
important to demonstrate the resolution of nuclides in their ground and isomeric states [113–116,207] in order to,
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for example, confirm the coexistence of nuclear shapes at nearly degenerate energies (≈ 100 keV), which had been
previously deduced from laser and nuclear spectroscopy [275–280]. In nucleosynthesis calculations in astrophysics,
masses are among the most critical nuclear parameters [281,282]. However, many nuclei involved in these processes are
still not available in sufficient amounts at radioactive ion beam facilities to perform a high-accuracy mass measurement.
Therefore, mass predictions by models and mass formulae have to be employed [283–285]. Of course, the predictive
power of these models and formula has to be tested in regions where masses are accurately known. In most cases of
these applications a mass accuracy of the order of 10–100 keV is sufficient. The highest demand for accurate masses
of short-lived nuclides is for studies of fundamental interactions and Standard Model tests, as, for example, a precise
study of super-allowed � emitters [38,39]. Here, mass measurements with an accuracy of 1 keV, or less, of the parent
and daughter nuclides of such transitions give stringent Q-values and complement nuclear spectroscopy measurements.

9.1. Nuclear structure studies

The contribution of mass measurements to nuclear structure studies goes back to the investigations of Aston and
his discovery of the mass defect (see also Chapter 2) [73], nowadays also known as mass excess. The mass excess
D is defined as the difference between the atomic mass (in mass units u) and the mass number A, converted to keV,
D = [m(in u) − A] (in keV). The missing mass of the bound system m(N, Z) compared to the sum of all masses of
the constituent protons Zmp and neutrons Nmn was later explained by the nuclear binding energy

B(N, Z) = (Nmn + Zmp − m(N, Z))c2 , (67)

which represents the sum of all the nucleonic interactions that give rise to correlations in many-body systems. As an
example, the mass of the stable iron atom with mass number A = 56 (the nuclide with the largest binding energy per
nucleon), consisting of 26 protons, 30 neutrons, and 26 electrons, is 0.51 u (≈ 1%), which is 0.48 GeV, lighter than the
sum of all individual masses. Since the binding energy depends on the detailed composition of protons and neutrons,
the mass of each of the more than 3000 nuclides as observed to date [9] is highly specific and represents a key property
of a nuclear system. Viewing these ensemble of mass data over the nuclear chart, one can examine the hills and valleys
that form this surface and make hypotheses about the effects of certain nuclear configurations. To unveil these effects,
mass measurements with an accuracy of �m/m < 10−6 are required (see Table 1).

Differences of masses give separation energies (the energy needed to separate some nucleons from the nucleus),
providing clues to shell structure and phase transitions. The most striking way in which shell structure manifests itself
in mass systematics is through double differences of masses, i.e. the two-neutron separation energy

S2n(N, Z) = B(N, Z) − B(N − 2, Z) (68)

in the case of the neutron shells, and the two-proton separation energy

S2p(N, Z) = B(N, Z) − B(N, Z − 2) (69)

in the case of proton shells. Here, specific classes of interactions can be isolated [1]. The single-nucleon separation
energy is a less clear-cut indication because of the pairing effect.

At an accuracy of 1 × 10−7 one becomes sensitive to localized correlations within the nuclear many-body system.
Such high-accuracy for the lighter sd-shell region, at and very near the neutron number N = 20 for the Na and Mg
nuclei, have brought evidence for a new zone of deformation, albeit very localized in (Z, N) values [276,277,286].
Another example for such a systematic survey is shown in Fig. 40 where the two-neutron separation energies in the
vicinity of Z = 82, derived from the atomic-mass evaluation AME1995 [287] (top) and a more recent compilation
including ISOLTRAP data (bottom), are compared [114].

The general trend is that S2n decreases as neutrons are added and deviations from this behavior points to manifestations
of microscopic nuclear structure effects. For example, at N = 126 there is a sharp decrease of S2n which indicates a
neutron shell closure.Also very particular effects show up as one approaches the neutron mid-shell region near N =104.
A possible explanation might be the presence of shape coexistence configurations in this particular mass region, which
has been discussed in much detail in [276,277], and a mixing between the intruding configuration and the ground-state,
causing local deviations from a smooth linear trend. This is particularly striking in the Hg and Pt nuclei and illustrates
most impressively how masses give a first glimpse of nuclear structure.
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Similar investigations have been performed recently in the neutron-rich Ni–Cu–Ga mass region at ISOLTRAP
[288,289] and in a long isotopic chain of neutron-rich zirconium at JYFLTRAP [274]. A large number of several
hundred direct mass measurements of neutron-deficient nuclides (30�Z�85 and suburanium nuclides) obtained with
the ESR–SMS method at GSI Darmstadt have been published, for example [110,273], allowing an analysis in the same
context.

Another highly interesting class of interaction is that of the last proton(s) with the last neutron(s) and is called �Vpn
[290–292]. For example �Vpn values show striking singularities for nuclei with N = Z, reflecting the isospin T = 0
interaction. For even–even nuclei, �Vpn is defined [290,293] by

�Vpn(Z, N) = 1
4 [B(Z, N) − B(Z, N − 2) − B(Z − 2, N) − B(Z − 2, N − 2)] . (70)
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A given �Vpn(Z, N) value for even-even nuclei refers to the interaction of the (Z −1) and Zth protons with the (N −1)

and Nth neutrons.
In a recent study by Cakirli et al. [292], known masses from the new Atomic-Mass Evaluation AME2003 [9] were

used to extract �Vpn values to highlight the variations of the p–n interaction and to interpret the very characteristic
behavior. �Vpn values can help to explain and describe shell structure and orbit occupations near the Fermi surface,
for example in the 208Pb region. Since the magnitude of variations in �Vpn are of the order of 150–250 keV in a given
region, the errors in the �Vpn values must be less than 30–50 keV to draw a clear conclusion. Since four masses enter
in the �Vpn(Z, N) equation, it becomes immediately obvious that meaningful trends can only be distinguished if the
errors on each individual mass value are of the order of 10–20 keV corresponding to �m ≈ 5 × 10−8 for masses above
A = 200. Presently only Penning trap mass spectrometers can reach this accuracy and only a very small number of
mass values with this accuracy exist in the heavy mass region. The analysis by Cakirli et al. [292] shows the clear need
of new high-accuracy mass measurements far from stability for nuclear structure studies.

An important issue in direct mass measurements with respect to nuclear structure studies is to resolve isomeric and
ground states since nearly one third of the nuclides in the nuclear chart have long-lived isomeric states with, in many
cases, unknown excitation energies. In the context of nuclear physics, isomers are excited states of atomic nuclides at
excitation energies ranging from 100 keV up to a few MeV. Their half-lives range from nanoseconds to beyond the age
of the Universe (1015 years in the case of 180mTa, the only naturally occurring isomer on Earth [294]).

Direct high-accuracy mass measurements of isomeric states with ion traps have already been performed several
times. The very first isolation of an isomeric state in a Penning trap was demonstrated by Bollen et al. in 1992 [113]. In
that work, the 84mRb isomer could be eliminated due to its shorter half-life simply by storing the nuclei in the other state
for a sufficiently long period in the trap. In the case of 78Rb where this was impossible the superior resolving power of
the Penning trap enabled a direct resolution of the two states 78Rb and 78mRb, different by E =111.2 keV. In a series of
measurements several isomeric excitation energies were determined for some odd mercury isotopes 185mHg, 187mHg,
191mHg, 193mHg, and 197mHg [114]. In these cases extremely high resolving powers of up to 3.7 × 106 were applied,
corresponding to excitation times of up to 8 s. Recently, the energy difference of 187Pb and 187mPb was determined
with Penning trap mass spectrometry to be E = 33(13) keV [295]. This is the lowest isomeric excitation energy ever
determined by weighing nuclei. The most intricate example is the one of 70Cu [207] where a simultaneous combination
of laser ionization, decay spectroscopy, and mass spectrometry succeeded in assigning the three low-lying states,
the ground state and the two excited isomers with Em = 100.7(2.6) keV and En = 242.0(2.7) keV, to the correct spin
values. Also, in the experimental storage ring at GSI, ground and isomeric states of short-lived nuclides can be separated
and their masses be measured, see for example [110]. In the isochronous mass spectrometry mode of the ESR, even
isomers with half-lives well below 1 ms can be investigated [205].

Aside from nuclear structure studies, the extension of our knowledge at the limits of the nuclear chart is an important
goal of research in nuclear physics. Foremost is the quest for the limits of bound nuclear systems, i.e., the proton
and neutron drip lines [201,296,297], the proton and neutron halos [298,299], and the island of meta-stability in the
superheavy-element region [300]. These investigations are closely related to mass models and formula.

9.2. Test of nuclear mass models and mass formulas

The nucleus is a self-organized, many-body quantum system that interacts through the strong, weak and electro-
magnetic forces. Due to the lack of an exact description of the strong interaction and the complexity of the many-body
nucleonic system, the binding energy can not be described by ab-initio theories. Instead, one has to rely on mass predic-
tions by models (with the aim of a quantitative prediction of the total binding energy of a nucleus) and formulas (with
the aim of a numerical calculation of masses on a physical basis) [1]. The latter are based on a set of free parameters (up
to several hundreds), which have to be constrained by local [301] or empirical [302] comparison to experimental data.
In particular, data far from the valley of �-stability represent well-suited test cases for the predictive power of models.
Since there was recently a very comprehensive review article by Lunney et al. [1] describing the various modern mass
formulas that may be used to extrapolate from the experimental data towards the drip lines and explaining the interplay
between experiment and theory, only a brief summary and very few cases of nuclear mass model and mass formula
tests shall be addressed here.

Looking at nuclear models, one finds macroscopic and microscopic descriptions. The very first nuclear mass model
was developed by von Weizsäcker [77] and by Bethe [78] assuming a similarity between a nucleus and a liquid drop.
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values taken from [9] as a function of the neutron number N.

This liquid drop model (LDM) describes very accurately the “bulk” properties of nuclei, i.e. the properties to which all
the nucleons of the nucleus contribute, such as the nuclear mass, or equivalent, nuclear binding energy, or the derived
nucleon-separation energies. The LDM describes these bulk properties “macroscopically”, in terms of volume energy,
surface energy, Coulomb energy, symmetry energy, and more, similar to the description of a charged liquid drop that
is suspended in space. The liquid drop Bethe-Weizsäcker formula for the nuclear binding energy B is given by:

A = avolA + asfA
2/3 + 3e2

5r0
Z2A−1/3 + (asymA ± assA

2/3)I 2 (71)

with I = (N − Z)/A. The coefficients used for the calculations are from [303]: avol = −15.65 MeV, asf = 17.63 MeV,
ass = −25.60 MeV, asym = 27.72 MeV, and r0 = 1.233 fm. Fig. 41 shows the mass difference between experimental
values taken from [9] and theoretical predictions of Eq. (71) for all known nuclides. One important characteristic,
first noticed by this comparison, was that certain proton–neutron combinations are particular stable, resulting in strong
deviations between theory and experiment. These magic numbers (2, 8, 20, 28, 50, 82, 126 . . .) can be explained by the
so-called nuclear shell model (NSM), in which each nucleon moves in an orbit held by a central force calculated from
the average effects of all the nucleons [304]. The NSM studies nuclear properties starting from individual nucleons and
can therefore be called a “microscopic” approach. The nucleons build up in shells according to quantum mechanical
principles, like electrons in atoms; the magic numbers represent fully occupied, or closed shells of protons or neutrons.
According to the Pauli principle, which dictates that identical nucleons (protons or neutrons) cannot be described by the
same set of quantum numbers, each shell can contain only a limited number of nucleons. Any nucleons orbiting beyond
the outermost closed shell behave as valence nucleons (single particles), which can be excited to higher quantum states.

The shell model works well for most light nuclei and those with numbers of neutrons and protons near a closed
shell. In the nuclear ground state, and using the most simple shell-model description, nucleons will fill orbits from the
bottom of the potential up to a certain level, the Fermi level. When a nucleus becomes excited, it rearranges some of
its nucleons from below the Fermi level up to higher-lying states. Nuclei with a magic number of protons or neutrons
that fill a shell completely are extra stable because their nucleons have to bridge a large energy gap between the filled
shell and the higher-lying unfilled orbitals in the next shell. For heavy nuclei, and those with nucleons not near a magic
number, the interactions are best described by another class of models in which the nucleons are treated collectively as
a liquid drop, held together by surface tension. This approach is similar to the one by Bethe and Weizsäcker but with
additional quantum–mechanical terms arising from shell and pairing effects added to the liquid-drop energy. This is
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the finite-range liquid-drop model (FRLDM) of Möller and Nix [305]. When excited, the nucleons all move together
causing the nucleus to vibrate or rotate, or even to change shape.

Another model, successful for many nuclei, describes the nucleons as pairing up into nuclear building blocks called
bosons, which are characterized by particular quantum properties also found in the pairs of electrons responsible for
superconductivity [306]. Changes in structure can then be characterized in terms of the pairs being excited or breaking
up. This interacting boson model (IBM) truncates the number of nucleon degrees of freedom even further than the
nuclear shell model [307]. The large truncation makes it possible to study heavy nuclei far from the magic numbers.
Microscopic–Macroscopic Models try to combine the best parts of different models, for example of the Geometric
Model (an extension of the LDM that emphasizes the coherent behavior in the dynamics of all the nucleons), and the
NSM, especially in order to describe nuclear ground-state properties, for example nuclear masses or binding energies
[308,309]. Many more nuclear models have been developed to predict properties of nuclei that have not been investigated
or are not accessible nuclides. This is of special importance for nuclear astrophysics (see Section 9.3) [310,311] where
masses and half-lives of very exotic nuclei have to be known. The predictive power of some of these mass models is
illustrated in Fig. 42 for cesium isotopes. It is obvious that the models agree very well within the region of known
masses, i.e. where experimental data exist, but differ by several MeV in the regions where the masses are unknown.

In the last few years there has been significant progress in the construction of purely microscopic mass models on the
basis of self-consistent mean-field models [322]. Large-scale fits of Skyrme-type interactions to all available masses
became feasible [323–325]. When including phenomenological correction terms for correlation effects, these Skyrme
mass fits compete with the best available microscopic–macroscopic models. More recent theoretical developments now
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allow the large-scale microscopic calculation of correlation energies, either in the framework of a symmetry-restored
generator coordinate method [326], or a microscopic Bohr–Hamiltonian [327]. Further development of the models is
necessary to include all important correlation effects simultaneously, but the present results are most encouraging as
they improve the masses around shell closures. For a more reliable extrapolation of masses, not only the models, but also
the effective interactions used and the protocols for the adjustment of their coupling constants have to be improved. To
that aim, it is highly desirable to have more data on neutron-rich nuclei beyond the neutron shell closures that separate
the stable nuclei from the drip line. Their structure is mainly determined by the single-particle states above the shell
closures, which are not completely constrained by the data on more stable nuclei.

For decisive tests of the predictive power of the different models mentioned above, large-scale mass measure-
ments of exotic short-lived nuclei have been performed in recent years at the experimental storage ring at GSI-
Darmstadt.A detailed comparison of the mass values as calculated from different models with experimental data is given
in [115,273,328]. One example of those is shown in Fig. 43 for the FRLDM model. Note that the change of color in
Fig. 43 corresponds to 0.5 MeV. Here, the rms deviation between the 310 compared experimental and theoretical
masses is only 696 keV. For other models it is as large as 1.2 MeV. Surely, high-accuracy mass data will contribute
to further improvement and refinement of these models and mass formulas and to more detailed understanding of the
nuclear forces.

Aside from these global mass formulas there exist also a number of local mass formulas, which address the problem
that what is required is often the mass of an unmeasured nucleus that lies fairly close to a considerable number of nuclei
of known masses. For a detailed overview see [1]. Here, only a test of one of the most powerful local mass formula,
the isobaric multiplet mass equation (IMME) [332], shall be presented. In light nuclei, isobaric analog states (IAS)
have nearly identical wave functions. The charge dependent energy difference of these states can be calculated using
first-order perturbation theory assuming only two-body Coulomb forces. This leads to the simple equation, noted first
by Wigner [333] and Weinberg and Treiman [334], that gives the mass m of a member of an isospin multiplet as a
function of its isospin projection TZ = (N − Z)/2:

m(TZ) = c0 + c1TZ + c2T
2
Z . (72)
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This quadratic relation of IMME is of fundamental importance in isospin symmetry in nuclear physics [335]. Looking
at the quartets [332] it was found that IMME worked very well for 21 out of 22 cases. Due to its success and lack of
newer experimental data, IMME is widely used to predict masses as well as level energies, for example for the mapping
of the proton drip line over a wide mass range, which is important for determining the rp-process path [282,336] (see
also Section 9.3).

In 2001 the ISOLTRAP mass value for 33Ar resulted in a breakdown of the quadratic IMME for the A= 33, T = 3/2
quartet [337]. These surprising results triggered new reaction spectroscopy experiments. The outcome was that one
level energy in 33Cl was inaccurate [338]. This shows the importance of refined measurements. Of course, a direct
mass measurement can only determine the mass of ground state multiplet members. But these nuclei are often also the
most exotic members of an isospin multiplet with a rather large mass uncertainty [335].

To test IMME with an accuracy never obtained before, ISOLTRAP performed mass measurements on the very short-
lived nuclides 32Ar (T1/2 = 98 ms) and 33Ar (T1/2 = 173 ms) and used the mass excess values of the other states of the
T = 2 quintet in A= 32 and the T = 3/2 quartet in A= 33 [339]. For the test of IMME, one allows an additional cubic
term c3T

3
Z in Eq. (72) that should fit with c3 = 0 if the quadratic form of IMME is correct. The experiment yielded

c3 = −0.11(30) in the case of T = 2, A = 32 and c3 = −0.13(45) in the case of T = 3/2, A = 33. Thus, in both cases
the c3 coefficient is consistent with zero within the error bars. The two multiplets that were investigated now represent
the most stringent test of IMME. Even more decisive tests should come soon.

9.3. Nuclear astrophysics studies

Nuclear astrophysics needs a reliable description of the various kinds of stellar nucleosynthesis [281,282,340,341],
based on key properties of unstable nuclei such as their masses, half-lives, and cross-section values. Among these
ground state properties, the atomic mass is obviously the most fundamental quantity and its knowledge is indispensable
to estimate the rate and energetics of any nuclear transformation and to understand the abundance distribution of the
elements in the universe. Some of the most important scenarios of matter creation in stars are shown in Fig. 44:

1. slow neutron capture (s-process), responsible for the creation of nuclei close to the valley of �-stability,
2. explosive rapid neutron capture (r-process) which is thought to be the source of over half of the heavy nuclei found

in the solar system, such as uranium and thorium,
3. rapid proton capture (rp-process) that powers, for example, type I X-ray bursts emerging from accreting neutron

stars and responsible for the creation of nuclei close to the proton drip line.

Since masses contain the sum of all strong interactions, a few cases that play a key role in setting the limits of nuclear
stability as well as determining the pathways of stellar nucleosynthesis shall be addressed here.

The s-process is believed to be generally understood [345], primarily because the masses and half-lives of the involved
nuclei are fairly well known. However, the actual stellar site of the r-process, which is proceeding far away from the
valley of stability including nuclei containing 30 or so neutrons more than the heaviest measured isotope of the same
element (see Fig. 44) [281,346–348], is still unknown. It is assumed that the elements heavier than iron are produced
in explosive processes in stars such as supernova explosions by an interplay of rapid neutron capture and subsequent
beta-decay. The r-process path involves mostly nuclides that are not experimentally accessible at today’s radioactive ion
beam facilities and thus its pathway is mostly hidden. Therefore nuclear astrophysics is forced to rely on nuclear mass
models and theoretical predictions, which are differing often by several MeV (see Section 9.2). The choice of models
needs to be constrained and their predictions to be improved. For this, experimental data have to be obtained as far from
stability as possible, which will allow a decisive test of the predictive power of the models and provide an extended and
reliable basis for the adjustment of their parameters. The most important regions to provide new data are those where
the r-process comes closest to stability. This is the case in the vicinity of magic neutron numbers, where the r-process
slows down and proceeds towards more stable nuclei. Crucial candidates are the doubly magic 78Ni, 132Sn, and 208Pb.
It is obvious that nuclear structure effects such as the quenching of shell strength or the formation of new shell closures
will have an important impact on the r-process path. Both effects are directly observable in mass measurements. While
78Ni is still experimentally not accessible for mass spectrometry, the mass of the short-lived nuclide 132Sn has recently
been measured at ISOLTRAP with high accuracy [349] and the mass of the stable nuclide 208Pb has been known for
many years from reaction studies.
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The missing mass problem is less pronounced in the synthesis of proton-rich stable nuclides on the neutron-deficient
side of the nuclear chart. The available measurements extend much closer to the proton drip line than to the neutron drip
line (see Fig. 44) [281,282,346]. Neutron-deficient nuclei close to the proton drip line are produced in the rp-process,
where within 10–100 s hydrogen and helium are fused explosively into heavy elements up to tellurium via a sequence of
rapid proton captures interrupted by slow �+-decays. These so-called waiting points are near the proton drip line where
further proton captures are counteracted by (�, p) photodisintegration of weakly proton bound, or proton unbound
nuclei. The waiting points delay the nuclear energy release and therefore directly affect the burst shape and duration
[350–353]. For a better understanding of this sparsely explored field, among other properties, the masses of the three
major waiting points, 64Ge, 68Se, and 72Kr are needed with a relative accuracy of about 1 × 10−7.

Recently, accurate Penning trap mass measurements of 68Se and 72Kr with relative uncertainties of 3 × 10−7 and
1 × 10−7, respectively, have been performed with the Canadian Penning Trap [212] and with ISOLTRAP [285]. In
both cases the range of effective lifetimes, which is the time it takes for an arbitrary initial abundance to drop by 1/e,
could be reduced by more than an order of magnitude, as shown in the case of 72Kr in Fig. 45. These results lead to
the belief that the 2p-capture rate on 68Se and 72Kr is negligible and that both are truly waiting-point nuclides and
pose a significant delay in the rp-process under the assumed conditions typical for X-ray burst models (temperature
of 1.5 GK, density of 106 g cm−3, solar hydrogen abundance). 64Ge still remains to be measured with an accuracy
of 10−7. Masses further away from the valley of stability, even reaching the proton drip line at several points around
proton number Z = 82 and important for the rp-process, could be determined for the first time by the Schottky and
isochronous mass spectrometry method at the experimental storage ring at GSI-Darmstadt [48,109]. There, they also
have the possibility of generating �-unstable atoms in high atomic charge states, to store them for extended periods of
time, and to measure their corresponding � lifetimes [341].
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9.4. Fundamental interactions and Standard-Model tests

The CKM quark-mixing matrix V parameterizes the weak charged current interactions of quarks. The Standard
Model does not predict the content of the CKM matrix, and the values of individual matrix elements are determined
from weak decays of the relevant quarks.

The CKM matrix is required to be unitary. Today the only possible direct and accurate test of unitarity involves the
top row of V , namely

|Vud |2 + |Vus |2 + |Vub|2 = 1 − � . (73)

In the standard model with a unitary CKM matrix, � is zero. Presently, the unitarity test fails by up to > 2.7� and the
origin of � is unclear. A deviation from unitarity has been found with nuclear �-decay [38,39,354] and neutron-�-decay
data [355]. Due to its large size, a determination of Vud is most important. In the CKM matrix, as assessed by the
particle data group [356], the unitarity constraint has pushed |Vud | about two to three standard deviations higher than
given by the experiments. Updates of Vus with revised radiative corrections [357–360] are in agreement with the current
PDG value Vus [356] and even indicate a decrease of the central value by up to 1%. However, a recent report from
E865 at BNL results in a larger Vus value [361]. With this value alone, one finds no significant deviation from CKM
unitarity. On the other hand, the discrepancy between this BNL value and the value from K0

e3 is on the 3� level. New
measurements from NA48 confirm the discrepancy [362], whereas measurements from KTEV [363] find no deviation.

A violation of unitarity in the first row of the CKM matrix is a challenge to the three generation standard model.
The CKM data available so far do not preclude there being more than three generations; CKM matrix entries deduced
from unitarity might be altered when the CKM matrix is expanded to accommodate more generations [364,365]. A
deviation � has been related to concepts beyond the standard model, such as couplings to exotic fermions [366,367],
to the existence of an additional Z boson [368,369], to supersymmetry or to the existence of right-handed currents in
the weak interaction [370].

The most precise value for the Vud element can be extracted from the vector coupling constant GV derived from the
mean Ft value of superallowed nuclear �-decay, in conjunction with the Fermi coupling constant from muon decay
G�: V 2

ud = G2
V /G2

�. Together with particle physics data from K and B meson decay, this can be used to test CKM
unitarity.

According to the conserved-vector-current (CVC) hypothesis, the vector part of the weak interaction is not influenced
by the strong interaction [371]. The comparative half-life ft of a superallowed � transition between analog states should
therefore be only a function of the nuclear matrix element 〈MV 〉, that connects the two states, and the vector coupling
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Fig. 46. Experimental ft-values plotted as a function of the charge on the daughter nucleus, Z. The bands represent the theoretical quantity
F t/[(1 + �R)(1 − �C)]. The two groups distinguish those � emitters whose parent nuclei have isospin Tz = −1 (dark shading) from those
with Tz = 0 (lighter shading) [374].

constant GV [372]. It is customary to consider the so-called corrected ft value, denoted by the symbol Ft, the quantity
that is expected to be constant once theoretical corrections to the nuclear matrix element and the coupling constant
have been applied. The experimental Ft value is expressed as follows:

F t ≡ f t(1 + �R)(1 − �C) = K

2|Vud |2G2
�(1 + �R)

, (74)

where t is the lifetime of the decay in question, f is the phase space factor, �R is the nucleus-dependent radiative
correction, �C is the isospin-symmetry-breaking correction, and �R is the nucleus-independent radiative correction,
G� is the Fermi coupling constant from muon decay, and K is a constant. Fortunately, the three corrections �R, �C,
and �R are all of the order of 1% but, even so, to maintain an accuracy criterion of 0.1% they must be calculated with
an accuracy of 10% of their central value. This is a demanding request, especially for the nuclear-structure-dependent
corrections [38].

Experimentally, Ft is accessible via the following measured quantities: the decay energy Q, which enters to the fifth
power into the calculation of the statistical rate function f [373], the half-life T1/2, and the branching ratio R. By the
study of superallowed �-decays the CVC hypothesis was verified to 0.026% [39]. One should note, that the uncertainty
in the derivation of Vud is dominated for heavier Z systems by theoretical uncertainties in the calculated corrections.
Therefore part of current nuclear experiments are focused on testing and refining those correction terms that depend on
nuclear structure [209]. This is illustrated in Fig. 46, where the measured ft-values are compared to calculated ft-values
derived from the fixed Ft-value divided by the theoretical corrections [374]. The width of the colored fields shows
the theoretical uncertainties. The best-known nine cases 10C, 26mAl, 34Cl, 38mK, 42Sc, 46V, 50Mn, and 54Co show that
several nuclei require improved measurements (of Q-values and half-lives) to reach the situation that the uncertainties
are dominated by calculations. New measurements of the masses of the radioactive nuclei 46V and its daughter 46Ti
have been performed recently with the Canadian Penning trap mass spectrometer to an accuracy of 1×10−8 yielding a
more accurate Ft-value for this superallowed transition [375]. The new Ft-value disagrees with the previous value and
is significantly above the average. Two further series of 0+ nuclei present themselves: For the even-Z, Tz = −1 cases
22Mg [376] and 34Ar [337] and a number of new studies such as 18Ne, 26Si, 30S, 38Ca (measurement performed at
LEBIT) and 42Ti are under way. Also for the odd-Z, Tz =0 systems, in addition to 74Rb [209] new candidates like 62Ga
(measurement performed at JYFLTRAP), 66As and 70Brwill be tested. With theses new cases, where larger theoretical
variations from nuclide to nuclide are predicted, the quality of the theoretical predictions for the corrections can be
judged. If the calculations agree with experiment, they will verify the reliability for the original nine transitions where
the corrections are considerable smaller.



K. Blaum / Physics Reports 425 (2006) 1 –78 59

With ISOLTRAP the QEC value of three superallowed �-decays have been determined: 34Ar (�+) 34Cl [337] and
22Mg (�+) 22Na [376], both with an accuracy of 1 × 10−8, and 74Rb (�+) 74Kr with an accuracy of 4 × 10−8 [209].
The exotic nuclide 74Rb, with a half-life of only 65 ms, is the shortest-lived nuclide on which a high-accuracy mass
measurement in a Penning trap has been carried out.

Until now the parameters of twelve superallowed nuclear �-decays have been measured with high accuracy, yielding
the most accurate value to date for the Vud element |Vud | = 0.9738(4) [38,39]. This leads, together with the much
smaller |Vus | = 0.2200(26) from K decays and the negligibly small |Vub| = 0.00367(47) from B decays [356], to
� = 0.0034(14), signalling a deviation from the unitarity condition by 2.4� standard deviations. For many of the other
potential candidates the knowledge of the QEC-value is limited. That prohibits an accurate determination of the Ft
value. To reach an uncertainty level of 0.1% or better for the Ft value an uncertainty of 0.1% or better is required
for half-life and branching ratio. But since the phase space factor F is proportional to Q5

EC, the QEC value has to
be determined with an uncertainty of better than 0.01%. This requires mass measurements of mother and daughter
nuclei with relative uncertainties �m/m�3 × 10−8. In the case that mother and daughter nuclei are short-lived this is
at present only possible at the on-line Penning trap facilities CPT, ISOLTRAP, JYFLTRAP, LEBIT, and SHIPTRAP
(see Table 2).

The error in |Vud | from nuclear 0+ → 0+ transitions is in the higher Z systems dominated by theoretical uncertainties
[38]. One important point to be clarified here is the correctness of the calculated Coulomb correction �C. The nine
well-known cases have quite low calculated Coulomb corrections of the order of 0.5%. Thus, the best candidates for
testing these calculations are nuclei with Coulomb corrections predicted to be large, as for instance 22Mg, 34Ar, both
already studied by ISOLTRAP [132,376], or 14O, 26mAl, and 30S. Furthermore, to test new theoretical approaches as
well as to probe CVC for higher Z, it is necessary to extend the study of superallowed decays beyond A = 54 (Co).
Restoration of unitarity would require a −2.3� shift of the theoretical corrections in nuclear decays. So far all new
measurements continued to confirm the validity of the calculated correction terms. If new experimental results continue
to confirm the corrections, the uncertainty of Vud is likely to be reduced soon.

The newest neutron-decay data give |Vud | = 0.9717(13) [355], which leads to a deviation �= 0.0076(28) that is 2.7
times the stated error. Averaging over the new result [355] and previous results, the particle data group (PDG) [365]
arrives at a new world average for |Vud | from neutron �-decay which leads to a 2.2� deviation from unitarity.

The pion �-decay has been measured recently at the PSI. The pion has a different hadron structure than that of the
neutron or of nucleons and it offers another possibility for determining |Vud |. The result is |Vud | = 0.9728(30) [377],
which is in good agreement with the neutron decay data from [355] and the PDG 2004 average, but the error is still too
large for it to be a significant unitarity check.

The error in |Vud | from neutron decay is dominated by experimental uncertainties. Restoration of unitarity would
require a −3� shift in the present value of the �-decay asymmetry A0, or a −8� shift in the neutron lifetime �.
Alternatively, radiative corrections would have to be wrong by 16�. If the deviation is due to errors in |Vus |, its
presently accepted value would have to shift by +7� in order to explain the neutron result (by +3� to explain the
nuclear 0+ → 0+ result). However, very recent preliminary results hint that the last word on |Vus | has not yet been
spoken, see also [378]. Further, a recent report on a new neutron lifetime measurement [379] claims a −6.5� deviation
from the world average value. If both [378,379] were true, then the problem would partly reappear, with the sign
of � reversed. Thus, there is strong interest in several communities in resolving this problem and to continue with
high-accuracy mass measurements on superallowed �-decay nuclides. At present, this is one of the most active and
exciting fields of high-accuracy mass spectrometry on radionuclides.

10. Mass spectrometry on stable ions

High-accuracy mass measurements and mass comparisons of stable or very long-lived nuclides on the level of 10−9

and better have a wide variety of applications in physics and metrology, including new determinations of the fine
structure constant [192,380–382] and a new definition of the kilogram [64,383], the provision of input data for the
determination of the electron neutrino rest mass [384,385] and the search for neutrinoless double beta-decays [386,387].
Furthermore they are important for input to reliable calculations of astro-physical heavy-element formation [388], a
test of the fundamental charge, parity, and time reversal symmetry [49,389], and a test of Einstein’s mass-energy
relationship E = mc2 [390]. Some important applications are summarized in the following.
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Table 7
Compilation of (�−�−)-emitters with a Q-value of at least 2 MeV

Transition Natural abundance (%) Q-value (keV)

48
20Ca → 48

22Ti 0.187 4273.7 (4.1)

76
32Ge → 76

34Se 7.8 2039.5 (2.3)

82
34Se → 82

36Kr 9.2 2995.7 (2.6)

96
40Zr → 96

42Mo 2.8 3349.5 (3.6)

100
42 Mo → 100

44 Ru 9.6 3034.0 (6.3)

110
46 Pd → 110

48 Cd 11.8 2004 (11)

116
48 Cd → 116

50 Sn 7.5 2809.1 (4.2)

124
50 Sn → 124

52 Te 5.64 2287.7 (2.1)

130
52 Te → 130

54 Xe 34.5 2530.3 (2.0)

136
54 Xe → 136

56 Ba 8.9 2462 (7)

150
60 Nd → 150

62 Sm 5.6 3367.3 (3.8)

Given are the eleven decay candidates, natural abundances of the mother nuclides, and Q-values with errors [9].

10.1. Double-beta decay and input data for neutrino mass

Double-beta decay (��) is a nuclear process where the nucleus increases in charge by two when emitting two
electrons. Two-neutrino double-beta decay (2���) is an allowed second order weak process that also emits two neutrinos.
Neutrinoless double-beta decay (0���) can only occur if neutrinos are massive particles that are self conjugate, i.e.
massive Majorana particles [391].

Since recent experimental results from atmospheric [392], solar [393], and reactor [394] neutrino sources identified
neutrino oscillations and established that neutrinos have rest masses, the determination of absolute neutrino masses,
together with the proof that neutrinos are Majorana particles with �= �̄ [395], remains a great challenge. The occurrence
of double-beta decay without emission of neutrinos would be a violation of the “classical” Standard Model. In order
to set a reliable limit for the (0���) decay mode it is important to know the Q�� value very accurately. The current
Q-values for double-beta decay deduced from [9] have a typical uncertainty of 3–7 keV. This corresponds to a relative
uncertainty of about 10−7.10−8. The presently best-studied candidate is 76Ge. The Q�� value of the 76Ge double
� decay has been determined by measuring the masses of 76Ge and 76Se with a relative uncertainty of better than
�m/m=1×10−9 using the Penning trap mass spectrometer SMILETRAP [386]. The measurement resulted in a factor
of 17 improvement in the masses and a factor of 7 in the Q-value. This investigation was motivated by the fact that, for
the 76Ge decay search, Ge-semiconductor detectors are used. These provide the best energy resolution of all double-
beta experiments but accurate knowledge of the peak position is crucial. The HEIDELBERG-MOSCOW experiment
recently published that the confidence level for the neutrinoless signal in the double � decay of 76Ge has been improved
to 4.2� [387,396,397], giving some indication of a non-vanishing Majorana neutrino mass. Furthermore, they deduce
an effective neutrino mass of between 170 and 630 meV. However, their observed Q��-line of (2038.07±0.44) keV
deviates by 2.1 � from the very precise Q��-value of (2039.006 ± 0.050) keV obtained with SMILETRAP [386]. For
76Ge some still unknown background could fake the line at Q��. However, it would be highly improbable that the
same thing would happen for other double �-decays with very different Q��-values. Hence, it is desirable to extend the
searches to more isotopes. This will require accurate mass determinations of those isotopes. However, despite the fact
that there are 35 (��) isotopes in nature, for the actual neutrino mass search only those with Q-values beyond 2 MeV
are meaningful, because the decay rate scales with Q5. This reduces the number of potentially interesting candidates
to eleven. Two of them have never been seriously considered due to a lack of a feasible experimental approach. The
eleven candidates and their present uncertainties in the Q-values are listed in Table 7.

Of highest importance are those where the ongoing experiments will also enable rather good energy resolution or
where the use of cryogenic detectors, following extensive technical developments, will also allow to achieve rather
good energy resolution in the keV range for the double-beta spectra. The two isotopes of principle interest are 116Cd
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used by COBRA (CdZnTe semiconductors) and 130Te used by CUORICINO/CUORE (TeO2 cryogenic bolometers)
and COBRA [391,398]. Accurate knowledge of the position of the 130Te energy peak is also necessary because there
is a background line from 60Co-decay at 2505 keV that might overlap with the 130Te (0���)-decay region. The same
argument might hold for 136Xe searches.

An attractive alternative to the double-beta decay (0���) is the radiative neutrinoless double-electron capture,
(0�2EC�). While in general this process is much slower than the (0���) one, it might be enhanced by several or-
ders of magnitude due to an atomic resonance effect [399]. Candidates for such a process are 112Zn, 136Ce, 162Er, and
180W. Since the mass is a very crucial input parameter and only known to an accuracy of about �m/m = 1 × 10−7 for
these four candidates, high-accuracy mass measurements are required.

A resonance enhancement in the rates for the double-electron capture modes can also occur when there is an overlap
of states in the final and initial nucleus. A possible system, 74

34Se → 74
34Ge, has recently been discussed as an interesting

candidate [400]. However, a systematic search might reveal more candidates. One of those is 106Cd were several states
are close to the Q-value of the transition. A decision on the degeneracy can only be made if the Q-values are known
to the level of 200 eV. Thus, for finding nuclear levels allowing for resonant enhancement, the masses of the involved
nuclides have to be known with an accuracy of better than 10−9.

Unprecedented mass accuracy is needed to determine the endpoint energyE0 of the 3T → 3He decay to an uncertainty
of �E0 = 20 meV, which corresponds to a relative mass uncertainty of �m/m = 7 × 10−12. Such a measurement is
important in the context of the KArlsruhe tritium neutrino experiment KATRIN, which is designed to reach a sensitivity
on the electron neutrino mass of m(�e) = 0.2 eV [385,401]. Since E0 is presently only known to an uncertainty of
�E0 = 1.7 eV [8], with KATRIN it is planned to determine the endpoint energy E0 from the fit to the beta-spectrum
in a self-consistent way. If a 1 ppm accuracy in the 3He–T mass difference �M(3He,T) could be achieved, E0 can be
used as a fixed parameter and the sensitivity to m� could be improved. Already an accuracy of 1–10 ppm for E0 is of
great interest because the self-consistent determination of E0 could be checked and possible sources for systematic
uncertainties could be discovered [402]. Since the sensitive mass range of the KATRIN experiment covers the range
of up to a few hundred meV, where the first effective neutrino masses are expected, this search looks very promising.

10.2. Test of CPT

The fundamental CPT symmetry [403,404] with its three quantum–mechanical transformations, C-charge conjuga-
tion, P-parity inversion, T-time reversal, assumes the invariance of physical laws under the combined transformation
CPT to be true, despite violation of C, P, and T separately. The Lorentz invariant local field theories that describe all
interactions but gravity are invariant under CPT [405]. CPT invariance implies that many measurable properties of
a particle and its antiparticle are identical, for example magnitudes of the (inertial) masses, charges, mean lives, and
magnetic moments. Although P, C, CP, and even T violations have all been demonstrated, CPT has been verified in
every experiment so far. However, despite the fundamental importance of CPT invariance, accurate experimental tests
are scarce [356]. A violation of the CPT theorem would hint to a possible failure of the Standard Model of the strong,
electroweak, and gravitational interactions.

The so far most precise test of CPT in the baryonic sector was performed by a mass comparison of the proton and
antiproton [49,406] using a Penning trap mass spectrometer at the low energy antiproton ring LEAR at CERN [407].
Measuring the cyclotron frequencies of a simultaneously trapped p̄ and H− ion established that the ratio of q/m for p̄

and p is, within the error bar on the level of 9 × 10−11, equal to one. At a fractional accuracy of 90 ppt there is thus no
evidence for CPT violation in this baryon system. Only one lepton measurement, comparing the magnetic moment of
e+ and e− in a Penning trap experiment to an accuracy of about 10−12 [11,408], and one meson mass comparison of
K0 and K̄0 to a unprecedented accuracy of 10−18 [409] are of higher precision than the barionic CPT invariance test.

Presently two other approaches to perform a stringent CPT test using stored particles in an atom or ion trap are under
preparation. The first is laser spectroscopy on the 1S.2S transition in atomic hydrogen and antihydrogen. A precision
of about two parts in 1014 has been achieved with hydrogen [410] but no laser spectroscopy measurement has so far
been performed on antihydrogen. Two groups, the ATHENA [411] and the ATRAP [412] experiment, both installed
at the Antiproton Decelerator (AD) at CERN [413], are aiming for such a test. So far the formation of antihydrogen
by recombination of antiprotons and positrons has been demonstrated by both experiments [187,188] but storing of
cooled antihydrogen has not yet been realized. This will be achieved by using a magnetic (Ioffe) trap [414]. Laser
spectroscopy can be performed once trapped antihydrogen atoms are available.
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The second approach using traps is a measurement of the magnetic moment of the proton and antiproton. While the
magnetic moment of the proton is known to an accuracy of 10−8, that of the antiproton has been determined only to an
accuracy of 0.3% from the fine structure of an X-ray transition in an antiproton atom [365]. At the University of Mainz
an approach, already proposed in 1993 by Quint [415], is followed using a single proton and in a later experiment an
antiproton confined in a Penning trap [416]. The proton and antiproton, respectively, are resistively cooled (see Section
4.3) close to the ambient temperature of 4 K. The determination of the g-factor of the proton and antiproton results
from an accurate measurement of its spin precession frequency and cyclotron frequency. The Larmor frequency of
the proton and antiproton is determined by inducing transitions between the two spin states (spin up and spin down)
with a radiofrequency field in the magnetic field of a Penning trap. The orientation of the proton’s and antiproton’s
spin with respect to a magnetic field is measured via the so-called continuous Stern–Gerlach effect [416], similar to
that applied in the g − 2-experiment on free electrons by Dehmelt [408] and on hydrogen-like ions at the University
of Mainz [267,417]. In this method, the spin direction is monitored by measuring the axial frequency of the trapped
proton and antiproton, respectively, which depends on the spin direction due to the presence of a quadratic magnetic
field component superimposed on the electric and magnetic fields of the Penning trap. A resonance spectrum of the spin
precession frequency is obtained by varying the radio frequency and counting the number of spin flips for a fixed time
interval. Assuming the same level of accuracy as obtained for hydrogen-like ions this method offers the possibility of a
high-accuracy measurement of the magnetic moment of the proton and antiproton on the ppb-level or better. For protons
the experiment can be prepared off-line. Such an accurate measurement of the proton g-factor in itself is of fundamental
interest and may improve the presently known value by one order of magnitude. The proposed measurement on the
antiproton would represent an improvement in accuracy by more than six orders of magnitude. Measurements on the
proton will be performed at the University of Mainz (Germany) in a GSI–Mainz collaboration. The measurement on
the antiproton can be performed at the present antiproton decelerator (AD) ring at CERN or at the future low-energy
antiproton facility FLAIR at FAIR. Also new Penning trap mass measurements of the p and p̄ with higher accuracy
would allow for a more stringent CPT test.

10.3. Test of quantum electrodynamics in strong fields

Quantum electrodynamics (QED) is currently the most accurately tested theory in physics. It describes the interaction
of electrical charges by exchange of photons and serves also as an underlying concept for all other existing field theories.
Experimental studies have been carried out with an accuracy of up to 10−14. For a few simple systems, this is matched
by nearly equally accurate theoretical calculations, which show the power of the underlying mathematical framework
of regularization, renormalization, and covariant formulation. Where the theory can not compete with the experiment,
this is nowadays often caused by insufficient knowledge of other parameters such as nuclear size and structure. Even the
knowledge of fundamental constants limit the predictive power of QED. The comparison of theoretical and experimental
results has in turn provided the most precise values for the fine structure constant � [418] and the mass of the electron
me [419,420] (see Section 10.5). Here, high-accuracy mass measurements can contribute to a stringent QED test, for
example by measuring the binding energy of highly charged uranium, with one or a few electrons, to an uncertainty of
better than 2 eV, corresponding to an accuracy of about �m/m = 10−11.

Furthermore, high-accuracy measurements of the electron magnetic moment in highly charged ions provide bench-
marks for bound-state quantum electrodynamics (QED) calculations in very strong electric and magnetic fields that are
not accessible in any other way [421], and to derive nuclear constants of the ions under investigation. A prerequisite
for these tests is the precise knowledge of the masses of the ions of interest.

So far the most stringent test of QED calculations [422] for weak electromagnetic fields is the g-factor measurement
of the free electron in a Penning trap by Dehmelt et al., with an unprecedented precision of 4 × 10−12 [11,408]. The
CODATA group has now used this experimental value and the calculated one, assuming QED is correct, to determine
a new value for the fine structure constant � [423] (see also Section 10.5). Very recently a slightly revised � value was
reported by Kinoshita [418] after correcting and extending the previous QED calculations.

In the case of a single electron bound to a nucleus, the g-factor is changed from the Dirac value gJ = 2 to

gJ = 2

3

(
1 + 2

√
1 − (Z�)2

)
+ CQED + Cfs + Crecoil (75)
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Fig. 47. Double Penning trap setup for the determination of the g-factor of the bound electron in hydrogen-like systems. In the homogeneous magnetic
field of the precision trap spin-flip transitions are induced and the magnetic field is determined by measurements of the cyclotron frequency. In the
analysis trap with a strong inhomogeneous magnetic field the spin direction is detected [13].

by relativistic effects, bound-state QED corrections, and small contributions for finite nuclear size and recoil corrections.
For the bound electron in heavy hydrogen-like systems a perturbative treatment of the QED corrections in terms of Z�
is no longer appropriate. Instead, the QED corrections must be calculated in a non-perturbative manner to all orders of
Z� [424,425].

The g-factor of the bound electron can be expressed as

g = 2
�L

�c

qe/M

e/me
, (76)

where �L is the Larmor spin precession frequency of the bound electron and �c the ion’s cyclotron frequency. The
Larmor frequency is measured by observing the rate of spin flips of the electron as a function of the frequency �mw

of the applied microwave field. From Eq. (76) it is evident that for a g-factor determination with an uncertainty in the
low ppb range, the mass M of the hydrogen-like ion has to be known to an uncertainty at the same level.

Fig. 47 shows the cryogenic double Penning trap setup of the GSI–Mainz collaboration at the Institute of Physics of
the Mainz University [13]. Experiments were performed on the hydrogen-like ions 12C5+ [267] and 16O7+ [417] with
a relative accuracy of 2 × 10−9. The experimental g-factor values agree within the total error bars with the theoretical
one, which take into account all orders in (Z�) for the bound-state QED contribution. For the measurement on the
oxygen ion the extremely accurate mass value provided by the Seattle group [67] was taken.

When comparing the g-factors of different isotopes, a difference in the g-factor arises from the fact that the electron
wave function of the lighter isotope is slightly closer to the nucleus and thus feeling a somewhat stronger Coulomb
field. The size of the isotope effect can be estimated by the calculation of the g-factor correction term Crecoil due to
the finite mass of the nucleus coming from relativistic calculations of strong-field QED [426]. This so called recoil
contribution is the dominant ion mass dependent term contributing to the g-factor of the bound electron and reads

grecoil = (Z�)2
[(me

M

)
− (1 + Z)

(me

M

)2
]

+ (Z�)2
(�

�

) [
−1

3

(me

M

)
+ 3 − 2Z

6

(me

M

)2
]

. (77)

A suitable isotope pair for a test could be 24Mg and 26Mg. This is because both masses are well enough known [252]
to be able to extract the isotope effect in the g-factor for the two Mg isotopes as soon as the g-factors are measured.
Using Eq. (77) the isotope effect in the g-factor can be estimated to be �g = 6.7 × 10−9.
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The method described above for the determination of the g-factor of the bound electron can be applied to any highly
charged ion irrespective of the nuclear charge Z. Presently experiments are in preparation at the University of Mainz
on H-like 40Ca19+ with the aim to reach an accuracy on the ppb level. The required mass value of 40Ca was recently
determined by the SMILETRAP group with the sufficient accuracy of a few times 10−10.An ultimate test of bound-state
QED will become possible when the HITRAP project [50,51] is realized (see Section 11). The HITRAP facility will
enable mass and g-factor measurements on highly charged ions up to hydrogen-like uranium. When the correctness of
the QED, finite size, and recoil corrections is demonstrated by a g-factor measurement of very heavy hydrogen-like
systems, the dominating term in Eq. (75) can be used to extract a new value of the fine structure constant � from the
measured g-factor in medium-heavy ions [427].

10.4. New definition of the kilogram

A quite interesting application for high-accuracy mass measurements is the AVOGADRO project [428,429] which
has the aim of replacing the kilogram artefact by a high-purity, perfect single crystal of natural or isotope-enriched
silicon. To this day, the kilogram is the only base unit in the International System of Units (SI) (which followed the
Meter Convention in 1960), that is still defined in term of a material prototype and not in terms of physical constants.
Already Maxwell suggested in 1871: “If, then, we wish to obtain standards of length, time, and mass which shall be
absolutely permanent, we must seek them not in the dimensions, or the motion or the mass of our planet, but in the
wavelength, the period of vibration, and the absolute mass of these imperishable and unalterable and perfectly similar
molecules.”, i.e., the kilogram should be based on atomic quantities. The presently used Pt–Ir kilogram is a rather
arbitrary standard and suffers a loss of weight each time it is cleaned. Great efforts are therefore made to replace
the ur-kilogram. The approach of the AVOGADRO project for the new definition of the kilogram is a high-accuracy
determination of the Avogadro constant NA with an assigned uncertainty of 10−8. Via the relation 1 kg = {NA kmol}u,
with the atomic mass unit being u = 1/12 m(12C), a new kilogram definition can be established. The determination of
a more accurate Avogadro constant can be based on a silicon single-crystal of known volume V , mass m, molar Mass
M(Si), and volume V0 of the unit cell (with n atoms):

NA = nM(Si)V

V0m
. (78)

Several such spherical crystals have been made in Australia and are used at PTB in Braunschweig, Germany. Its
macroscopic radius can be determined by an interference method and knowing its lattice constant, it should then be
possible to “count” the number of Si atoms with high accuracy. Given this number of silicon atoms, it should then
be multiplied with the atomic average weight of Si. Therefore it is a prerequisite to perform high-accuracy mass
measurements on the stable silicon atoms 28,29,30Si. All three of them have been measured by the MIT-TRAP and
SMILETRAP (using highly charged ions in the charge state 12+, 13+, and 14+) to a relative mass uncertainty of
better than 10−9 [59,64,383,430]. The remaining problem in the AVOGADRO project until the new definition of the
kilogram can be accepted is the accurate determination of the isotopic composition of the silicon spheres.

10.5. Fundamental constants

The dimensionless fine structure constant � = e2/4�ε0h̄c determines the strength of the electromagnetic interaction
and, in a truly universal way, enters equations from many different subfields of physics. If the values of � measured by
different techniques are compared, as shown in Fig. 48, one finds that they significantly deviate within the given error
bars. The reasons have to be clarified and it is mandatory to measure � more accurately with different techniques to see
if one gets better agreement with the so far most accurate value, which is derived from g − 2 in QED [431].

The fine structure constant � can be expressed in terms of other quantities, for example [431,432]:

�2 =
(
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)(
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)
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which allows its determination by different phenomena, as shown in Fig. 48, and represents the second most accurate
value for �. In the most recent listing of the fundamental physical constants [433], the Rydberg constant R∞ =
mee

4/8ε2
0h

3c is given with a relative uncertainty of 3.3×10−9. The velocity of light is defined by c=299 792 458 m/s.
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Fig. 48. Relative deviations of present values of the fine structure constant � as obtained with different experimental approaches (see for example
[431,433–436]).

Therefore the accuracy of the ratio (h/me) to within 6.7×10−9 [433] presently determines the accuracy of �. However,
it may be related to other ratios, for example to mass ratios, as shown in the second part of the formula. Recently
Wicht et al. [382] performed a measurement of the photon recoil on cesium atoms (h/mCs), but other systems resulting
in other mass ratios are of interest as well.

One possibility for improving the accuracy of � is to determine the molar Planck constant NAh combining a mass
difference measurement between highly charged nuclides differing by one neutron in a Penning trap with wavelength
measurements of corresponding capture �-rays. NAh can be determined using the relation:

(M(n) + M(A) − M(A + 1))uc2 =
∑

i

(hc)

�i

. (80)

Here u is the atomic mass unit in SI units with u = 10−3/NA [kg]. M(A) is the mass of the nucleus A and �i

are the wavelengths of a � cascade after neutron capture. Since the molar electron mass Me = meNA is known to
�Me/Me = 4.4 × 10−10 [433] the accuracy of (NAh/Me) is presently determined by the molar Planck constant with
�(NAh)/NAh = 6.7 × 10−9 [433]. By measuring NAh to 10−8 the fine structure constant � can be determined to
within 10−8. At the GAMS facility at the ILL reactor (Grenoble) the wavelengths of � rays after neutron capture are
measured presently to an accuracy of 4 × 10−7 and it is foreseen to reach �1 × 10−8 by 2006. The masses of the
highly charged nuclides to be measured are 36,37Cl, 48,49Ti, 156,157Er. This means that this new way of measuring
the molar Planck constant in a completely different way would lead to a similar error, but can be surely improved in
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the future. Presently, the Avogadro number NA is known to �NA/NA = 1.7 × 10−7 [433] and correspondingly the
Planck constant h is known to �h/h = 1.7 × 10−7 [433]. Since an improvement of the Avogadro number is expected
in the near future, using isotopically pure Si, a contribution to an improved measurement of the Planck constant by
improving the measurement of the molar Planck constant is possible.

The last application of high-accuracy mass measurements for the determination of fundamental constants to be
presented here is the electron mass itself. The accurate knowledge of me is of vital importance for metrology, because
the electron mass enters the expressions from which a number of fundamental constants are derived [437]. For example,
the Rydberg constant, which is known to an accuracy of 0.008 ppb [438], is related to the fine structure constant � and
Planck’s constant h via R = �2me/(2h). Attempts to reduce the uncertainty of the electron mass are required in view of
ongoing experiments to determine the fine structure constant with improved accuracy from the photon recoil on cesium
atoms [439,382] (see Fig. 48) and from the electron mass through the relationship with Rydberg constant. If the photon
recoil measurement can be improved to the sub-ppb level, the present value for the electron mass would represent the
term with the largest error bar and any improvement would reduce the overall uncertainty for �.

A new possibility of determining the electron mass arises from Penning trap experiments which have been performed
at the University of Mainz in a GSI–Mainz collaboration (see also Section 10.3). The mass of the electron is determined
by comparing the Larmor precession frequency of the spin of the bound electron with the cyclotron frequency of a
H-like ion. The result of the determination of the electron mass, which was obtained from measurements on H-like
carbon 12C5+ [267] and H-like oxygen 16O7+ [417], is me = 0.0005485799092(3)u. The fractional uncertainty of this
determination of the electron mass of 0.4 ppb represents an improvement in accuracy by a factor of four [419] compared
to the previous value, which was mainly based on a mass measurement of the electron in a Penning trap [211].

11. Future projects

High-accuracy mass spectrometry especially of radionuclides appears to have a very bright future. There are at least
eight new proposed mass measurement projects, six based on Penning traps (HITRAP, MAFF-TRAP, MATS, RIKEN-
TRAP, SPIRAL2-TRAP, TITAN), two on storage rings (ILIMA, Lanzhou-SR), some of which are scheduled for data
taking within the next few years. They are listed in Table 2 and briefly described in Chapter 8. Common to all projects
are the aims to get access to even shorter-lived nuclides, to reach higher resolving power and mass accuracy, and to
perform measurements on nuclides much further away from stability than presently possible. This should be achieved
mostly by technical improvements such as charge breeding and electron and laser cooling of the stored ions. Another
technical challenge is the construction and use of cryogenic Penning trap mass spectrometers for radionuclides where
the ions of interest are delivered from external sources.

The first Penning trap mass spectrometer using highly charged short-lived radionuclides will be TITAN [65] at the
ISAC on-line isotope separator at TRIUMF/Vancouver. The setup will be similar to the ISOLTRAP mass spectrometer.
However, an electron beam ion trap (EBIT) is placed between the radiofrequency quadrupole trap and the Penning
trap, which is used for charge breeding. Similar plans exist for MAFF-TRAP to be installed at the new research reactor
FRM II [60]. Here, especially the neutron-rich fission fragments produced from a uranium target by thermal neutrons
can be investigated and used for fusion reactions after post-acceleration.

However, one can still not get access to a large number of nuclides for which the production rate is far too weak. Part
of the solution is reserved for planned new facilities, such as EURISOL (Europe) [440], FAIR (Germany) [40], RIA
(USA) [41], and RIKEN (Japan) [42]. At FAIR for example an enhancement of primary ion beams by a factor of 100,
and of stored secondary beams by a factor of 10 000 is foreseen, due to much improved techniques and new capabilities
of ion sources, synchrotrons, fragment separators and storage rings. For each of these new facilities ambitious mass
measurement projects are planned. In the case of FAIR even three new trap experiments are proposed, the storage ring
project ILIMA and the two Penning trap mass spectrometers HITRAP and MATS. HITRAP will already be in operation
within the next two years at the present GSI facility and will therefore be discussed here in more detail.

In the HITRAP project [51] (see Fig. 49) highly charged ions are produced by stripping the relativistic ion beams
delivered by the GSI accelerator complex. These ions are injected into the experimental storage ring ESR. After electron
cooling and deceleration to 4 MeV/u the ions are injected into a linear decelerator. After deceleration to about 10 keV/q

the ions are accumulated and electron cooled in a cylindrical Penning trap before they are further transferred to different
setups for experiments including g-factor measurements and high-accuracy mass spectrometry. In the later case a relative
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Fig. 49. Overview of the planned HITRAP facility at GSI and FAIR for experiments with highly charged ions at nearly rest in space.

mass accuracy of 10−11 or better is envisaged. In order to minimize uncertainties in the mass determination due to
fluctuation of the electromagnetic fields, ion–ion interactions, and field inhomogeneities, a novel four-trap system
(two hyperbolical precision Penning traps in the center and one cylindrical Penning trap on each side) to be installed
in a superconducting magnet with high field stability ((�B/�t)(1/B)�10−10/h) and homogeneity (� ± 0.01 ppm
measured over a 10 mm diameter spherical volume) is proposed. Non-destructive phase-sensitive cyclotron frequency
measurements, i.e. a measurement of the integrated phase difference of the particles’ motions relative to an excitation
with a well-defined phase, will be performed. Thereby, the classical Fourier-limit for frequency measurements based
on Fourier-analysis of detection signals, already mentioned, can be overcome. By simultaneously storing the two
resistively cooled ions in different traps but within the same homogeneous region of the magnet ion–ion interactions
are avoided and one can expect that magnetic-field changes as well as systematic errors in the measured frequency
ratios will, to a large extent, be canceled. HITRAP will have only access to longer lived (T1/2 > 10 s) or stable nuclides
due to the slow electron cooling process in the experimental storage ring and the cooling Penning trap. At a later stage
the ion of interest and the reference ion can be cooled below millikelvin temperatures by exchange of energy with an
ion (preferably 24Mg+), which has been laser-cooled to the zero-point state. The laser cooling of 24Mg+ will take place
in the preparation traps since no extreme field homogeneity is needed.

Aside from enabling high-accuracy experiments, ion traps have been proven to be extremely efficient devices for
(radioactive) ion beam manipulation as, for example, accumulation, cooling, beam cleaning, charge breeding, and
bunching [18,19]. This advantage becomes more and more important for the planned high-accuracy ion trap experiments
and the future radioactive beam facilities. With all these ongoing experiments and new projects the community of atomic,
nuclear, and astrophysicists requiring accurate mass data of stable and short-lived nuclides are in an excellent position.
For sure we will soon see exciting new results from the field of high-accuracy mass spectrometry with storage rings
and Penning traps.

12. Concluding remarks

This review has summarized the state-of-the art in high-accuracy ion trap mass spectrometry, a field that started about
20 years ago and that has now a large variety of exciting applications in different fields of science. The main focus
was put on Penning trap mass spectrometry since it provides the highest mass accuracy, but the importance of storage
ring mass spectrometry was pointed out as well. The basics of ion trapping, cooling, and detection techniques and their
applications are described. Trapping and cooling of charged particles in ion traps have now become a versatile tool at
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accelerators that provides extreme accuracy and sensitivity as well as new approaches not only for mass spectrometry
but also for atomic and nuclear physics experiments in general.

Mass spectrometry of radionuclides and stable ions in storage rings and Penning traps is performed or planned
at many radioactive beam facilities and university institutes. The accurate mass values are or will be applied in the
near future to high-accuracy proofs of the weak interaction, to test the conserved-vector-current hypothesis and the
unitarity of the CKM matrix, to test symmetries and CPT invariance, to determine fundamental constants, or to provide
high-accuracy proofs of quantum electrodynamics in strong fields.

Since next generation radioactive beam production facilities are in the planning, design, and construction stages as,
for example, EURISOL, FAIR, RIA, and SPRIAL2, many more ion traps with novel cooling and detection techniques
and a wide variety of applications in ion manipulation and high-accuracy mass spectrometry will be built. They aim
for shorter half-lives, higher resolving powers, and even higher mass accuracies with relative uncertainties as low as
10−9 for radionuclides and 10−12 for stable masses. In case somebody asks why higher and higher accuracy is needed,
the best answer was already given by Heinz Maier–Leibniz (1911–2000): “Whenever you invent a method ten or a
hundred times better than the existing ones, you can be sure that this will lead to new science!”.
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